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Exercise 1. Entropic relations

(a) Prove
H(ZA|B)ρ +H(XA|B)ρ ≥ log2d+H(A|B)ρ (1)

where ρ is over systems AB and d is the dimension of system A.

Hint. First show that for any system over A′B′AB we have

H(A′|AB) +H(B′|AB) ≥ H(A′B′|AB) . (2)

Then define

ΩA
′B′AB =

1

d2

∑
jk

PA
′

j ⊗ PB
′

k ⊗ ρABjk

where ρABjk = XA
j Z

A
k ρZ

†A
k X†A

j , Pi = |i〉〈i| and dim(A′) = dim(B′) = d and show that

H(A′|AB)Ω +H(B′|AB)Ω ≥ H(A′B′|AB)Ω

implies
H(ZA|B)ρ +H(XA|B)ρ ≥ log2d+H(A|B)ρ .

Solution. It is always true that I(A′ : B′|AB) ≥ 0. Using I(A′ : B′|AB) = H(A′|AB) + H(B′|AB) −
H(A′B′|AB) we get Equation (2). From the way we defined ΩA

′B′AB we have

H(A′|AB)Ω = H(A′AB)Ω −H(AB)Ω = H(ZAB)ρ −H(B)ρ = H(ZA|B)ρ

H(B′|AB)Ω = H(B′AB)Ω −H(AB)Ω = H(XAB)ρ −H(B)ρ = H(XA|B)ρ

H(A′B′|AB)Ω = log2d+H(A|B)ρ

which concludes the proof.

(b) Prove that if H(XA|B)ρ = 0 or H(ZA|E)ρ = 0 then

H(ZA|B)ρ +H(XA|E)ρ = log2d .

Solution. We will need the following two equations:

H(ZA|B)−H(ZA|E) = H(A|B) (S.1)

H(XA|B)−H(XA|E) = H(A|B) (S.2)

We give here the proof for the first equality, the proof for the second one is analogous.

H(ZA|B) = H(ZAB)−H(B)

= H(B|ZA) +H(ZA)−H(B)

= H(E|ZA) +H(ZA)−H(B)

where the last equality follows from the fact that the conditional state ρBE|ZA is pure. Similarly we have

H(ZA|E) = H(ZAE)−H(E)

= H(E|ZA) +H(ZA)−H(E)
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Subtracting the two equations above we get

H(ZA|B)−H(ZA|E) = −H(B) +H(E)

= −H(B) +H(AB)

= H(A|B)

as required.

We now prove that H(ZA|B) + H(XA|E) = log2d for the case H(ZA|E) = 0. The proof for the case
H(XA|B) = 0 is similar.

First, since H(ZA|E) = 0 we get from Equation (S.1) that

H(ZA|B) = H(A|B) . (S.3)

We then get from Equation (1) that H(XA|B) ≥ log2d, but since H(XA|B) ≤ log2d we must have equality,
i.e.

H(XA|B) = log2d . (S.4)

Combining Equation (S.2) and (S.3) together we get H(XA|B) = H(ZA|B) +H(XA|E) and therefore by
using Equation (S.4) we get H(ZA|B) +H(XA|E) = log2d.

As in the lecture, consider the following states:

|ψ〉ABR =
∑
z

√
pz|z〉A ⊗ |ϕz〉BR

|ψ′〉ABCR =
∑
z

√
pz|z〉A|z〉C ⊗ |ϕz〉BR

(c) Derive the conditions

H(ZA|B)ψ ≤ ε21
H(ZA|R)ψ ≥ log2d− ε22

from

H(XA|RC)ψ′ ≥ log2d− ε21
H(ZA|R)ψ ≥ log2d− ε22

using the previous item.

Solution. In the entropic relations above we take E to be RC. Since the system C just holds z, we know
that H(ZA|RC)ψ′ = 0. Therefore we can use the previous item and get

H(ZA|B)ψ′ +H(XA|RC)ψ′ = log2d .

H(XA|RC)ψ′ ≥ logd− ε2
1 and therefore we have

H(ZA|B)ψ′ ≤ ε2
1 .

Since the marginal system ρ′AB = TrRC(ψ′) and ρAB = TrR(ψ) are equal this also implies

H(ZA|B)ψ ≤ ε2
1 .

and we are done.
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