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1 Introduction

Quantum electrodynamics introduce the important feature of local gauge invariance. The
QED gauge group is the abelian group U(1), which means that the QED Lagrangian is
invariant under local phase shifts.
The natural generalization of the U(1) group as a gauge group is the SU(2) group. By
looking at it one �nds that its generators are not commuting. SU(2) is therefore a non-
abelian group. In 1954 Yang and Mills took this group as the gauge group of the isotopic
spin, which later lead to the uni�cation of weak and electromagnetic interaction.
We will develop these gauge symmetries �rst in the case of QED and later on its gener-
alization to the non-abelian case. This generalization will lead us to the Lagrangian of
Quantumchromodynamics1 and the introduction of Quarks and Gluons, which are the two
participants of QCD.

2 Gauge Symmetries

In this section we will shortly review the principle of local gauge invariance in the example
of QED and afterwards give a slightly longer development of non-abelian gauge symmetry.
This will lead us to the Yang-Mills Lagrangian in the end.

2.1 Abelian Gauge Symmetry

In QED one sees that the Lagrangian is invariant under local2 phase rotation symmetry.
Nowadays however this invariance is not anymore seen as a result of the theory, but as an
assumption, which determines the theory. Let us begin by assuming the invariance of the
theory under the following transformation:

ψ(x) −→ eiα(x)ψ(x) (2.1)

which, up to �rst order in α, is

ψ(x) −→ ψ(x) + iα(x)ψ(x). (2.2)

Since our aim is to construct a Lagrangian that is invariant under this transformation, we
must also glance at derivatives of ψ(x) since in general a Lagrangian is a function

L = L(ψ(x), ∂ψ(x), t).

This is where the to interesting results leading di�culties arise. The di�culty is that at
di�erent points in spacetime the derivative of ψ(x) in direction nµ

nµ∂µψ = lim
ε→0

ψ(x+ εn)− ψ(x)

ε
(2.3)

1henceforth called QCD
2i.e. x-dependent

1



transforms di�erently under the local transformation (2.1). We therefore de�ne a scalar
quantity U(y, x), called comparator, with the following transformation law:

U(y, x) −→ eiα(y)U(y, x)e−iα(x) (2.4)

and we can require it to be a pure phase U(y, x) = eiϕ(y,x). As one easily can verify
ψ(y) and U(y, x)ψ(x) have the same transformation law, so we can compare these �elds at
di�erent points. This gives meaning to the subtraction in (2.3) and we de�ne the covariant
derivative

nµDµψ = lim
ε→0

ψ(x+ εn)− U(x+ εn, x)ψ(x)

ε
. (2.5)

Since the comparator can be seen as a pure phase, we can expand it

U(x+ εn, x) = U(x, x)︸ ︷︷ ︸
:=1

−ieεnµAµ(x) +O(ε2) (2.6)

where e is an arbitrary constant. Plugging this into the de�nition of the covariant derivative
we get

nµDµψ = lim
ε→0

ψ(x+ εn)− (1− ieεnµAµ(x))ψ(x)

ε

= lim
ε→0

1

ε
(ψ(x+ εn)− ψ(x))︸ ︷︷ ︸

∂µψ(x)

+ienµAµ(x)ψ(x)
(2.7)

⇒ Dµ = ∂µ + ieAµ(x). (2.8)

Given the transformation law of the comparator (2.4) we plug in the expansion (2.6) and
�nd the transformation law of Aµ(x) to be

Aµ(x) −→ Aµ(x)− 1

e
∂µα(x). (2.9)

Now we have all the ingredients to check that Dµψ(x) transforms as the �eld ψ(x) itself:

Dµψ(x) = (∂µ + ieAµ(x))ψ(x)→
(
∂µ + ie(Aµ(x)− 1

ε
∂µα)

)
eiα(x)ψ(x) (2.10)

= eiα(x)(∂µ + ieAµ(x))ψ(x) (2.11)

= eiα(x)Dµψ(x). (2.12)

Since the Lagrangian as we have seen contains an additional vector �eld Aµ(x), we need
to have a term containing Aµ(x) itself as well as its derivative, but which is independent
of ψ(x). Such a term is called kinetic energy term of the gauge �eld.
To �nd such a term we choose a geometrical derivation where we consider an in�nitesimal
square and expand the comparator to third order.
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Since U(y, x) = (U(x, y))† and it is a pure phase we get from the expansion (2.6)

U(x+ εn, x) = exp
(
−ieεnµAµ(x+ ε

2
n) +O(ε3)

)
. (2.13)

If we now consider a square and look at the comparator as we walk around this square we
can de�ne the locally invariant

U(x) := U(x, x+ ε2̂)U(x+ ε2̂, x+ ε1̂ + ε2̂)U(x+ ε1̂ + ε2̂, x+ ε1̂)U(x+ ε1̂, x). (2.14)

Since U(x+εn, x) depends only on Aµ(x) so does U(x). If we insert (2.13) in the de�nition
of U(x) we get an exponential function of Aµ(x), which can be expanded in powers of ε:

U(x) = 1− iε2e (∂µAν(x)− ∂νAµ(x))︸ ︷︷ ︸
:=Fµν

+O(ε3) (2.15)

and since U(x) is locally invariant so is Fµν , which may be recognized as the antisymmetric
�eld-strength tensor of the electromagnetic �eld. More general terms like a mass term
AµA

µ do not transform properly so they cannot be included in the Lagrangian.
Writing explicit expressions for Aµ(x) and ∂µ as

∂µ =

(
1

c

∂

∂t
, ~∇
)

Aµ(x) =

(
−φ
c
, ~A

)
we see that the �eld strength tensor3 is given as

Fµν =


0 Ex Ey Ez
−Ex 0 −Bz By

−Ey Bz 0 −Bx

−Ez −By Bx 0

 . (2.16)

Since we assume to live in a spacetime of dimension 4 the most general Lagrangian for QED
can only contain the �eld ψ(x) as well as its covariant derivatives and the tensor Fµν as well
as its derivatives since it has to be invariant to local and global phase transformations4.
Additionally the Lagrangian is required to represent a renormalizable theory5.
The components of the Lagrangian are the fermionic mass term mψ̄ψ, the kinetic term
ψ̄(i /D)ψ and the electromagnetic �eld tensor:

L = ψ̄(i /D)ψ −mψ̄ψ − 1
4
(Fµν)

2 (2.17)

where /D = γµDµ
6. The coe�cients arise from the normalization of the �elds. If we use

the above expression for Fµν to calculate the corresponding term in the Lagrangian we get

3in natural units to keep it simple
4invariance to local phase transformations imply invariance to global ones
5Details of this problem will be presented in next weeks talk
6see also appendix B
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−1
4
(Fµν)

2 = 1
2

(
E2 −B2

)
(2.18)

which is the familiar energy of the electromagnetic �eld.
For later use we calculate the commutator of two covariant derivatives:

[Dµ, Dν ]ψ = ie(∂µAν − ∂νAµ)ψ = ieFµνψ. (2.19)

2.2 Non-abelian Gauge Symmetry

2.2.1 SU(2)

In 1954 Yang and Mills considered a Lagrangian with a non-abelian transformation group
in the context of the isospin-doublet and found a general gauge invariant Lagrangian for
non-abelian gauge theories. Therefore this Lagrangian is called Yang-Mills-Lagrangian.
To generalize the previous results we consider the group SU(2) instead of a phase trans-
formation and instead of a single �eld the doublet of �elds

ψ =

(
ψ1(x)
ψ2(x)

)
. (2.20)

We denote the local SU(2) transformations by

ψ −→ exp

(
iαj(x)

σj

2

)
︸ ︷︷ ︸

:=V (x)

ψ (2.21)

where the σj are the Pauli matrices. The di�erence to the previous section is obvious: the
generators of the transformation group do not commute and henceforth form a non-abelian
group.
To construct a SU(2)-transformation invariant Lagrangian we proceed as in the previous
section with the needed adjustments. We �rst need to �nd a comparator, which obviously
now has to be a 2× 2-matrix, due to the doublet of �elds.
We de�ne this comparator by its transformation law

U(y, x) −→ V (y)U(y, x)V †(x) (2.22)

and the requirements that U(y, x) needs to be unitary7 and U(x, x) = 1. Again we can
expand U(y, x) near the identity8

U(x+ εn, x) = U(x, x)︸ ︷︷ ︸
:=1

+igεnµAiµ
σi

2
+O(ε2) (2.23)

7due to the famous theorem by Wigner which states that every symmetry transformation can be
represented by an unitary and linear operator acting on states in the physical Hilbert space 3 ψ(x)

8since we are assuming a simply connected space
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where g is for the time being an arbitrary constant9. Plugging this into the general
expression for the covariant derivative (2.5) and going through trivial calculations we �nd
the covariant derivative in this context to be of the form

Dµ = ∂µ − igAiµ
σi

2
. (2.24)

To �nd the transformation law of Aiµ we need to insert the expansion of the comparator
(2.22) into its transformation law (2.21) and expand the α(x + εn)-term in V (x + εn) to
�rst order in ε10:(

1 + igεnµAiµ
σi

2

)
−→ V (x+ εn)

(
1 + igεnµAiµ

σi

2

)
V †(x) (2.25)

= exp

(
i αj(x+ εn)︸ ︷︷ ︸
αj(x)+εnν∂ναj(x)

σj

2

)(
1 + igεnµAiµ

σi

2

)
exp

(
−iαk(x)

σk

2

)

=(1 + iαj(x)
σj

2
+ iεnν∂να

j σ
j

2
)

(
1 + igεnµAiµ

σi

2

)
(1− iαk(x)

σk

2
).

Performing this calculation, relabeling some indices we sum over, caring about the non-
commutativity of the Pauli-matrices, omitting terms of order ε2 and comparing terms
proportional to εnµ we �nd

Aiµ
σi

2
−→ Aiµ

σi

2
+

1

g
(∂µα

i)
σi

2
+ i

[
αi
σi

2
, Ajµ

σj

2

]
+ . . . (2.26)

If we compare this result to (2.9) we see that we obtained a new term including the
commutator of the non-commutative generators of SU(2).
Inserting this result into our de�nition of the covariant derivative (2.23) we see that it
indeed transforms like the �eld itself:

Dµψ −→ exp

(
iαj

σj

2

)
︸ ︷︷ ︸

=V (x)

Dµψ. (2.27)

To �nd all the ingredients for an invariant Lagrangian we must, like in the abelian case,
�nd the "kinetic energy terms�" of the gauge �eld Aiµ but this time we will use a di�erent
method to �nd them:
Since Dµψ is locally covariant, so is the commutator of the derivatives [Dµ, Dν ] as one can
easily verify using the transformation law (2.27)

[Dµ, Dν ]ψ −→ V (x)[Dµ, Dν ]ψ. (2.28)

Doing the calculation we �nd

[Dµ, Dν ]ψ = −ig
(
∂µA

j
ν

σj

2
− ∂νAiµ

σi

2
− ig

[
Aiµ

σi

2
, Ajν

σj

2

])
ψ

≡ −igF i
µν

σi

2
ψ. (2.29)

9There will be restrictions on this so-called coupling constant in QCD which �x this number
10there is a more elegant but less straight forward way in doing, we choose the straight forward
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If we compare this to (2.19) we see that a new term appeared as in the transformation law
of Aiµ (2.26) due to their non-commutativity. Using the standard commutation relations
of the Pauli-matrices11 and relabeling summation indices we �nd

F i
µν = ∂µA

j
ν − ∂νAiµ − ig

[
Aiµ

σi

2
, Ajν

σj

2

]
2

σi

= ∂µA
j
ν − ∂νAiµ + gεijkAjµA

k
ν . (2.30)

2.2.2 General case

In the general case one has to consider general states of the physical Hilbert space, i.e.
n-dimensional �elds ψ(x). They transform under a continuous group of transformations
according to

ψ(x) −→ V (x)ψ(x). (2.31)

In group theory one can show that for any continuous group12 there exists a isomorphism
between the corresponding Lie algebra and some subalgebra of gln(C)13 the elements of
the symmetry-transformation group can be expressed as n× n matrices in the vicinity of
the identity.
Since the space of transformations is continuous and simply connected, we can expand its
elements around the identity

V (x) = 1 + iαa(x)ta +O(α2). (2.32)

Since a continuous group which is also a smooth manifold by de�nition is a Lie group,
the tangential space at the identity de�ned by the derivation of the group element at
the identity14 is a Lie algebra spanned by the generators ta. They can be represented by
Hermitian matrices15.
In every algebra there is by de�nition a multiplication law de�ned which states that the
product of two elements of the algebra must itself lie in the algebra, i.e. it must in the
most general case be a linear combination of elements of the algebra. In Lie algebras
the multiplication law is the commutator16 and the linear combination of elements of the
group is represented by the so called structure constants fabc via

[ta, tb] = ifabc t
c. (2.33)

For instance in the case of SU(2) the Pauli matrices are the generators of the fundamental
representation and its structure constants are the elements of the totally antisymmetric

11

[
σi

2 ,
σj

2

]
= iεijk σ

k

2
12i.e. Lie group
13Ado's theorem
14 ∂V (x)

∂x

∣∣∣
x=0

15ta must be Hermitian for V (x) to be unitary and linear as one can easily verify
16the commutator of elements of tangential spaces, i.e. of elements of vector spaces has to ful�ll the

Leibnitz rule
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tensor εijk. In general fabc is by virtue of the Jacobi-identity17 antisymmetric in the upper
two indices.
The general covariant derivative is always given by

Dµ = ∂µ − igAaµta (2.34)

as can easily be shown by requiring that Dµψ transforms under the transformation (2.31)
as ψ itself.
The in�nitesimal transformation law for Aaµ is given by

Aaµ −→ Aaµ +
1

g
∂µα

a + fabcA
b
µα

c (2.35)

and if one inserts the expansion (2.32) into the transformation law of the comparator, one
�nds, as in the case of V (x) ∈ SU(2), the �nite transformation of Aaµ to be

Aaµ(x)ta −→ V (x)

(
Aaµ(x)ta +

i

g
∂µ

)
V †(x). (2.36)

The �eld-strength tensor is given by

[Dµ, Dν ]ψ = ig
(
∂µA

a
ν − ∂νAaµ + gfabcAbµA

c
ν

)︸ ︷︷ ︸
Faµν

taψ (2.37)

= −igF a
µνt

aψ. (2.38)

The transformation law of the �eld-strength tensor is

F a
µνt

a −→V (x)F b
µνt

bV †(x) (2.39)

=F a
µνt

a − fabcαcF b
µνt

a. (2.40)

We notice that unlike in the abelian case the �eld-strength tensor is no longer gauge
invariant, which is reasonable, since its de�nition contains terms that re�ect the structure
of the algebra. In the same manner the expansion of V (x) contains the generators of the
algebra, so their product has to include factors that reproduce the structure of the algebra.
Another reason can be seen in the dimensionality of the algebra: in the abelian case we
only had one one-dimensional generator of the symmetry group, now for a SU(N) algebra
we have N2 − 1 generators, and of course the �eld-strength tensor in general is not the
same for each pair of generators.
However, it is quite simple to form gauge invariant combinations of the �eld-strength
tensor, for instance

Lgauge = −1

2
Tr
[
(Fµν)

2] = −1

4

(
F a
µν

)2
(2.41)

17[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0
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is invariant as one can easily verify:

−1

4

(
F a
µν

)2 −→Tr[V (x)]

(
−1

4

(
F a
µν

)2
)

Tr[V †(x)] (2.42)

=− 1

4

(
F a
µν

)2
+
i

4

(
F a
µν

)2
αbtb − i

4
αbtb

(
F a
µν

)2︸ ︷︷ ︸
=

[
(Faµν)

2
,αbtb

]
=0

− 1

4
αbtb

(
F a
µν

)2
αbtb︸ ︷︷ ︸

O(α2)→0

(2.43)

=− 1

4

(
F a
µν

)2
. (2.44)

Our invariant Lagrangian needs to have a mass-term for the fermion �eld mψ̄ψ, a kinetic
term for the fermion �eld ψ̄(i /D)ψ and a term for the gauge �eld containing the gauge �eld
tensor (2.41):

L = ψ̄(i /D)ψ − 1

4

(
F a
µν

)2 −mψ̄ψ. (2.45)

This is the most general renormalizable Lagrangian that conserves P and T 18, i.e. is
invariant under space and time inversions. Also this Lagrangian contains terms that are
quadratic or of even higher powers in the gauge �elds Aaµ. These terms appear because
of the non-vanishing commutator in F a

µν and they represent sel�nteractions of the gauge
�eld particles. They appear because unlike in the abelian case these particles, called gauge
bosons, on the one hand themselves carry "'charges"' and on the other hand interact with
anything that carry "'charge"' so it is almost naturally sensible that they should interact
with themselves.
An interesting consequence of this is the theoretical existence of particles consisting only
of gluons, so called "'glueballs"'. These glueballs should exist at energy ranges which are
already reached with modern colliders, but the identi�cation is quite complicated.
In an abelian gauge theory, speci�cally in the in section 2.1 discussed U(1) theory, the
gauge particles, called photons, carry no "'charge"' of the force they mediate which is the
electromagnetic force and hence don't interact with each other.

2.2.3 General remarks on the construction of a Lagrangian

The transformation rules for the �eld-strength tensor F a
µν (2.37) as well as the one for the

matter �eld ψ (2.31) and for the covariant derivative Dµψ (2.24) do not involve any terms
proportional to derivatives of αa(x). So if we would construct our general Lagrangian only
from these three ingredients and terms of higher order of them it would be guaranteed to
be gauge invariant. Generally spoken we could write

L = L
(
ψ,Dµψ,DµDνψ, . . . , F

a
µν , DσF

a
µν , DσDρF

a
µν , . . .

)
(2.46)

and be sure that it is gauge invariant.
Also we could give our invariance condition a mathematical form:

18which are only asymptotically conserved in weak interactions as was shown in experiments
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∂L
∂ψ

itaψ +
∂L

∂(Dµψ)
ita(Dµψ) + · · ·+ ∂L

∂F a
µν

δF a
µν +

∂L
∂DσF a

µν

δDσF
a
µν + · · · = 0. (2.47)

Because of this condition and the transformation law of the gauge �eld Aaµ(x) (2.35), which
involves a term linear in ∂µα

a(x), which is clearly not gauge invariant the Lagrangian L
could not depend explicitly on Aaµ. This is why a mass term −1

2
m2AaµA

bµ is ruled out
and the "'particles"' which represent the gauge �eld, so-called gauge-bosons19, have to be
massless in all locally invariant gauge theories.20

Parity conservation, Lorentz invariance and the fact that for any massless particle of unit
spin the Lagrangian should contain a dynamic factor for the gauge �eld quadratic in
∂µA

a
ν − ∂νA

a
µ combined with the knowledge that because of our non-abelity not Aaµ or

∂νA
a
µ but F a

µν transforms properly under local gauge transformations (2.31) dictates the
form of the part of the Lagrangian proportional to F a

µν as

LF = −1

4
gabF

a
µνF

bµν (2.48)

where gab is a constant matrix.
One can take gab to be symmetric and must be taken to be real in order to give a real
Lagrangian. This part of the Lagrangian must be invariant for itself and hence satisfy
(2.47), because it only depends on F a

µν :

0 =
∂LF
∂F a

µν

δF a
µν = −1

2
gabF

b
µνδF

a
µν (2.49)

=

(
−1

2
gabF

b
µν

)(
−facdF c µν

)
(2.50)

= gabF
a
µνf

bcdF b µν (2.51)

where δF a
µν is taken from (2.37) and in the last line some relabeling of indices was done

(justi�ed by the symmetry condition on gab).
This condition can be written independent of any restrictions on the �eld strength tensors
as

gabf
bcd = −gcbf bad. (2.52)

One can show that with the right rescalings of the gauge �elds and the generators we can
always take gab = δab and hence write

LF = −1

4
F a
µνF

a µν . (2.53)

19e.g. the photon for the QED gauge �eld or as will be discussed later the gluon for the QCD gauge
�eld

20There are exceptions in the weak interaction theory where the W± and the Z bosons were shown in
experiment to have mass. This can be explained by the Higgs mechanism which is not subject of this
seminar and will henceforth be ignored.
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2.2.4 Conservations laws of the Yang-Mills Lagrangian

The equations of motion of the gauge �eld Aaµ of the Yang-Mills Lagrangian (2.45) have
the form

∂µ
∂L

∂(∂µAaν)
=

∂L
∂Aaν

(2.54)

=⇒ −∂µF a µν = −F c νµf cab A
b
µ − i

∂(ψ̄(i /D −m)ψ)

∂Dνψ
taψ︸ ︷︷ ︸

:=J a ν

(2.55)

=⇒ ∂µF
a µν = −J a ν (2.56)

and one can easily verify by plugging the de�nition of F a µν in (2.37) into (2.56) that J a ν

is conserved:

∂νJ a ν = 0. (2.57)

One immediately realizes that gauge invariance is not guaranteed, since all appearing
derivatives are the standard partial derivatives. If we rewrite (2.56) in terms of the covari-
ant derivative to make it gauge invariant and write the last term as a commutator, i.e. as
an object of the adjoint representation and hence in terms of structure constants of our
algebra, we obtain:

DλF
a µν = ∂λF

a µν − gfacb AbλF a µν . (2.58)

We conclude from (2.55) and (2.56) that with the covariant derivative the current J a ν is
just the current of the matter �elds:

DµF
a µν = −J a ν (2.59)

=⇒ J a ν = −i∂(ψ̄(i /D −m)ψ)

∂Dνψ
taψ. (2.60)

This is gauge invariant since LM = (ψ̄(i /D −m)ψ) is.
Di�erentiating (2.59) and using

[Dν , Dµ]F a ρσ = −facbF c
νµF

b σρ (2.61)

we �nd that J a ν satis�es the conservation law

DνJ a ν = 0 (2.62)

which in contrast to (2.57) is now gauge invariant.
There appears another striking analogy to general relativity which should be mentioned
to underline the fact that gauge theories as well as GR are theories based on di�erential
geometry: In GR the curvature tensor R(X, Y ) satis�es the so called 2nd Bianchi identity21

21in component notation with two contracted indices
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DµRνγ + cycl. = 0 (2.63)

and our �eld tensor F a
µν satis�es

DµF
a
νγ + cycl. = 0 (2.64)

as can easily be shown using the Jacobi identity for the structure constants.

2.3 The Wilson loop

In the sections 2.1 and 2.2 we de�ned a comparator U(y, x) to be able to compare the
�elds ψ(x) and ψ(y). The assumption we made was y = x+ εn and we let ε→ 0. If we try
to drop this restriction and consider �nite separated points we run into problems with the
expansion (2.6) and as a consequence we are neither able to de�ne a covariant derivative
nor to calculate anything else.
There is a astonishing analogy between gauge theories and general relativity which can be
seen if one introduces the concept of �bre-/vector bundles22 and there one can show that
the comparator depends on Fµν

23 which determines the kinematic of Aµ. So in general the
comparator depends on the path taken.

Our aim is to construct a comparator that makes sense not only for in�nitesimal separa-
tions but also for �nite ones. In our in�nitesimal approach we saw that this comparator
is by de�nition a function of the connection Aµ(x) and it needs to transform according to
(2.4).
In the Abelian case we de�ne the so-called Wilson line to be

UP (z, y) = exp

[
−ie

∫
P

dxµAµ(x)

]
(2.65)

where the path P is taken from y to z. Again in analogy to section 2.1 de�ne from the
de�nition of the Wilson line a closed loop called Wilson loop

UP (y, y) = exp

[
−ie

∮
P

dxµAµ(x)

]
(2.66)

= exp

[
−ie

2

∫
Σ

dσµνFµν

]
(2.67)

22In di�erential geometry one can show that a parallel transport depends on the path taken since a
parallel transport is nothing else than a continuous map between tangent spaces at di�erent points on the
manifold, e.g. in general relativity. In gauge theories there is a striking analogy: the gauge �elds "'live"'
in vector bundles,i.e. families of vector spaces parametrized by points of a topological space and the �elds
ψ "'live"' in Minkowski space time. The gauge invariant �elds we are examining therefore "'live"' in the
direct sum of these spaces and since the vector spaces of the vector bundle are of the same dimensionality
there exist isomorphisms between them which contain the important informations. These isomorphisms
are represented by the comparators which are maps that map a �eld ψ(x), which lives in M ⊕ E where
E is the vector space of the gauge transformations, to a �eld ψ(y). So the comparator in general depends
on the chosen path in the vector bundle.

23which is in the language of di�erential geometry the curvature of the gauge vector bundle
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where we have used Stokes theorem to evaluate the last equality. Since Fµν is gauge
invariant in the abelian case the comparator is also invariant.
If we now try to generalize this result to the non-Abelian case we will surely run into
problems due to the non-commutativity of the generators that generate the transforma-
tions on the manifold, which will surely enter our expression via the requirement for the
transformation law for the Wilson line.
The method to avoid these complications is to consider a path ordering of the whole
expression. We choose a parameter s on our path P running from 0 at x = y to 1 at
x = z. The path ordering orders the paths such that the higher values of s stand to the
left and the lowest value to the very right. Our expression for the Wilson line then reads

UP (z, y) = P

[
exp

[
ig

∫
dµxAaµ(x)ta

]]
(2.68)

= P

[
exp

[
ig

∫ 1

0

ds
dµx

ds
Aaµ(x(s))ta

]]
. (2.69)

In order to prove the correctness of this expression we recall from di�erential geometry
that a vector parallel transported along a path γ(s) transforms as

d

ds
X i(s) = −Γilkγ

l(s)Xk(s) (2.70)

where Γilk is the Christo�el-connection which de�nes the parallel transport.
If we transfer this knowledge to our case of gauge transformations we see that our com-
parator U(x(s), y) has to ful�ll a relation similar to (2.70) which is

d

ds
UP (x(s), y) =

(
ig
dxµ

ds
Aaµ(x(s))ta

)
UP (x(s), y) (2.71)

in order to transform correctly under gauge transformations (2.22). To see that this is
actually true we rewrite (2.71) with the help of (2.34) as

dxµ

ds
DµUP (x, y) = 0. (2.72)

Also we rewrite (2.22) with a gauge transformed �eld AV as

UP (z, y, AV ) = V (z)UP (z, y, A)V †(z) (2.73)

and we know from (2.27) that the gauge �eld Aaµ transforms according to

Dµ(AV )V (x)ψ = V (x)Dµ(A)ψ. (2.74)

What we therefore want to show is that if UP (z, y) is the solution of (2.72), then it
transforms according to (2.73):

Dµ(AV )V (z)UP (z, y, A)V †(y) = V (z)Dµ(A)UP (z, y, A)︸ ︷︷ ︸
=0 according to (2.72)

V †(y) (2.75)

= 0 (2.76)
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and since solutions of 1st order di�erential equations with �xed boundaries are unique,
UP (z, y) as de�ned in (2.68) is the unique expression that transforms according to (2.73).
If we carelessly step over to a closed Wilson line and mark it as a Wilson loop we run into
problems since our line is not gauge invariant as is stated by equation (2.73) for a closed
line

UP (y, y) −→ V (y)UP (y, y)V †(y) (2.77)

which is due to the fact that the exponent in distinction to the abelian U(1) case contains
non-trivial generators of the transformation algebra and hence in general does not com-
mute any longer with the elements of the transformation group which also contain these
generators. But for closed lines our comparator should be gauge invariant in order to be
physically meaningful. The easiest way to de�ne a gauge invariant quantity is in most
cases to take the trace.
The trace is gauge invariant by cyclic invariance of (2.77) and we get

Tr[UP (y, y)] −→ Tr[UP (y, y)]. (2.78)

We de�ne the Wilson loop in the non-abelian case to be the trace of the Wilson line with
which we have found the desired gauge invariant quantity that converts matter �elds from
one point in gauge transformation space to another to make the comparison and hence
the derivation of �elds at di�erent points on this manifold sensible.

3 The QCD Lagrangian

To describe the strong interactions Gell-Mann and Zweig proposed so-called "'quarks"'
as elementary fermionic particles. Their motivation was the fact that with better exper-
imental methods more and more hadrons, i.e. baryons24 and mesons25, were found in
accelerators and in cosmic radiation. Also experiments, namely Deep Inelastic Scattering
experiments26, let suggest that these hadrons were built up of smaller particles, so-called
partons, which were introduced by Richard Feynman. But this model is quite inaccurate
and imprecise whereas the quark-gluon picture explaines the spectrum of these particles
better. Since one thought of the quarks to be fermionic, mesons, which have integer spin
and hence are bosons, were expected to be built up from a quark-antiquark pair and
baryons were thought of as being composed of three quarks.
In order to interpret the known quantum numbers, spin, electric charge and angular mo-
mentum of hadrons, Gell-Mann and Zweig originally assumed three di�erent types of
quarks, called �avors, which they named up-(u), down-(d) and strange-(s) quarks.
Analogously to taking SU(2) group to be the right group to describe the isospin symmetry
of protons and neutrons (or of up- and down-quarks) since they have nearly the same mass,
it was sensible to assume the quark triplet to transform under SU(3) transformations,
since the strange-quark is only little heavier than the other two. The group of these
transformations is called SU(3)�avor group.

24gr. βαρυς barys = "heavy"
25gr. µεσoς mesos = "middle"
26similar to the Rutherford experiments point particles like electrons, muons and neutrinos were �red

on a hadronic target to �nd the inner structure of it
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3.1 The spin-statistic problem

But with one answer come more questions and in this case a problem with spin and
statistics. It was discovered when the ∆++ particle was investigated. This hadron consists
of 3 up-quarks and its wave function in the ground state (i.e. L = 0) is

ψ∆++ = ψspin ⊗ ψ�avor ⊗ ψspatial (3.1)

but the ∆++ looks like
∆++ = u(↑)u(↑)u(↑) (3.2)

with all spins up so ψspin is symmetric and so are ψ�avor (3 up-quarks) and ψspatial. But the
total wavefunction ψ∆++ needs to be antisymmetric because ∆++ is a fermion (s = 3

2
).

The solution was presented by Greenberg in 1964 and extended and clari�ed by Gell-Mann
in 1972. Greenberg introduced a new internal unobserved quantum number. In analogy
to the triplet of fundamental colors it was called color since it also appeared in 3 kinds:
red, green and blue (and the corresponding anti-colors).

3.2 The QCD-Lagrangian and gluon �elds

The transformation law of the SU(3) group is according to (2.31) and (2.27)

q −→ q′ = exp

[
−iαk

λk
2

]
︸ ︷︷ ︸

:=V (x)

q (3.3)

where q27 represents the quark-�eld.
The group reads

SU(3) =
{
A ∈ GL(3,C)|A†A = 1, detA = 1

}
(3.4)

and the elements of the tangential space at the identity 1, i.e. the generators of the
corresponding Lie-algebra are hermitian since

1 = A†A = (1+ iεB)† (1 + iεB) (3.5)

= 1+ iε
(
B −B†

)︸ ︷︷ ︸
=0

(3.6)

⇒ B = B† (3.7)

and because of the unimodularity of SU(3)

Tr[λk] = 0 (3.8)

so we are left with 32 − 1 = 8 degrees of freedom. The set of generators λ of the algebra
that are usually used are represented by so called Gell-Mann matrices and they read

27this is a very compact notation, all summations over the di�erent quantum numbers (spin, �avor,...)
carried by the quarks are implicit in this notation
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λ1 =

 0 1 0

1 0 0

0 0 0

 λ2 =

 0 −i 0

i 0 0

0 0 0

 λ3 =

 1 0 0

0 −1 0

0 0 0



λ4 =

 0 0 1

0 0 0

1 0 0

 λ5 =

 0 0 −i
0 0 0

i 0 0

 λ6 =

 0 0 0

0 0 1

0 1 0



λ7 =

 0 0 0

0 0 −i
0 i 0

 λ8 =

 1 0 0

0 1 0

0 0 −2

 .

Nambu, Fritsch and Gell-Mann and Leutwyler supposed in analogy to QED that color
charges are sources of gauge �elds that carry the strong interaction between quarks.
From the general Yang-Mills theory in section 2.2.2 we know that we can write down a
local (and hence also global) invariant Lagrangian that reads

L = q̄(x)
(
i /D −m

)
q(x)− 1

2
Tr
[
(Gµν)

2] (3.9)

where the Gk
µνT

k = Gµν are the "'�eld-strength tensors"' which determine the kinematics
of the gluon �elds Gk

µ(x) de�ned in analogy to the general case by

Gµν = DνGµ −DµGν (3.10)

= ∂νGµ − ∂µGµ − igs [Gµ, Gν ] (3.11)

and the covariant derivative is de�ned in analogy to (2.34) as

Dµ = ∂µ − igsGk
µ

λk
2

(3.12)

If we go into a detailed analysis of this Lagrangian and insert all of the de�nitions we are
able to interpret the theoretical results in a physically meaningful way. To do so we write

L = q̄(x)
(
i /D −m

)
q(x)− 1

2
Tr
[
(Gµν)

2] (3.13)

= q̄(x)

(
i/∂ + gs /G

k
(x)

λk
2
−m

)
q(x)− 1

2
Tr
[
(∂νGµ − ∂µGµ − igs [Gµ, Gν ])

2] (3.14)

=q̄(x)
(
i/∂ −m

)
q(x)− 1

2
Tr
[
(∂νGµ − ∂µGµ)2] ←− kinetic terms

+ gsq̄(x)/G
k
(x)

λk
2
q(x) ←− quark-gluon coupling

+ igs Tr (∂νGµ − ∂µGν) [Gµ, Gν ] ←− 3 gluon coupling

+
1

2
g2
s Tr [Gµ, Gν ]

2 ←− 4 gluon coupling

. (3.15)
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A The Wilson loop in consistent derivation

One of the most interesting facts about QCD is that quarks and gluons never have been
observed as single particles. They seem to appear only in bound states and this phe-
nomenon is called con�nement. One deduces from this observation that the interparticle
potential of quarks and gluons has to increase with increasing distance, in contrast to QED
where the potential between charged particles goes as 1

r
. One expects a potential that is

proportional to r or even higher orders. To show this con�nement we consider particles in
the high-mass limit28 in which they become static and compute their evolution with time.
We do this �rst in the abelian case where it is easier to �nd an appropriate expression for
the Wilson loop and secondly generalize this to the non-abelian case.
This section will require some familiarity with Feynman path integrals which were covered
in the talk of last week. Also some knowledge of quantum mechanics and the action
principle will be of good use.
We consider heavy particles whose action is given by the integral over Minkowski spacetime
of (2.45). We couple these particles located at ~x and ~y at t = 0 to a gauge potential in a
gauge invariant way, i.e. we consider the following state:

|Ψαβ(~x, ~y)〉 = ψ̄(Q)
α (~x, 0)U(~x, 0; ~y, 0)ψ

(Q)
β (~y, 0) |0〉 (A.1)

where |0〉 denotes a general ground state29 and U(~x, 0; ~y, 0) is the comparator which com-
pares the �eld ψ in x and y de�ned as a pure phase by

U(~x, t; ~y, t) = exp

[
ie

∫ ~y

~x

dziAi(~z, t)

]
. (A.2)

Our state (A.1) is no eigenstate of the Hamiltonian of our system since our Hamiltonian
includes terms proportional to the dynamics of our particles and our state does not in-
clude any information about the dynamics. However, we can project it onto the space
of eigenstates using the propagation of the state. A general propagator is de�ned by the
amplitude

K(~x′, t; ~x, 0) = 〈x′| exp [−iHt] |x〉 . (A.3)

Since |x〉 is not an eigenstate of H consider the spectral decomposition

K(~x′, t; ~x, 0) =
∑
n

〈x′| n〉 〈n| x〉 exp [−iEnt] (A.4)

where |n〉 are the eigenstates of H with the corresponding eigenvalues En. We can extract
the lowest energy state E0 by studying euclidean times30 in the in�nite limit:

K(~x′,−iT ; ~x, 0) −→
T→∞

〈x′| 0〉 〈0| x〉 exp [−E0T ] . (A.5)

28i.e. �x its spatial components
29not necessarily the vacuum
30t→ −iT
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Following this strategy we must �rst compute the propagation amplitude of our state (A.1)
in the heavy mass limit and then study its behavior for large euclidean times. Propagations
of states are in general described by Green functions in the Feynman path integral method,
i.e. in our case by

Gα′β′,αβ(~x′, ~y′; ~x, ~y; t) = 〈Ψα′β′(~x′, ~y′, t)| Ψαβ(~x, ~y, 0)〉

= 〈0|T
(
ψ̄

(Q)
β′ (~y′, t)U(~y′, t; ~x′, t)ψ

(Q)
α′ (~x′, t)ψ̄(Q)

α (~x, 0)U(~x, 0; ~y, 0)ψ
(Q)
β (~y, 0)

)
|0〉

(A.6)

where T is the time ordering operator. If we consider this in the heavy mass limit our
particles are static and the propagation amplitude becomes

Gα′β′,αβ(~x′, ~y′; ~x, ~y;−iT ) −→
T→∞
m→∞

δ(3)(~x−~x′)δ(3)(~y−~y′) Cα′β′αβ(~x, ~y)︸ ︷︷ ︸
overlap of (A.1) and the

ground state of H

exp [−E(r)T ] (A.7)

where E(r) is the ground state energy as a function of the particles' separation r.
Equation (A.6) can be represented as a path integral31:

Gα′β′,αβ(~x′, ~y′; ~x, ~y; t) =
1

Z

∫
DADψ Dψ̄ Dψ(Q) Dψ̄(Q)

(
ψ̄

(Q)
β′ (~y′, t) . . . ψ

(Q)
β (~y, 0)

)
exp [iS]

(A.8)
where Z is a normalization constant and S is the action of the Lagrangian (2.45) for the
light particles and the gauge �elds plus an equivalent term for heavy mass particles.
We can perform the integration over the Grassmann variables Dψ(Q) and Dψ̄(Q)32 and
obtain

Gα′β′,αβ(~x′, ~y′; ~x, ~y; t) = − 1

Z

∫
DADψ Dψ̄

[
Sββ′(y, y′;A)Sαα′(x, x′;A)

−Sα′β′(x′, y′;A)Sβα(y, x;A)
]

U(~x, 0; ~y, 0)U(~y′, t; ~x′, t) detK(Q)(A) exp [iS]

(A.9)

where S is given by (2.45).
S(z, z′;A) is the Green function which describes the propagation of a particle in the gauge
�eld Aµ given by (

i /D −mQ

)
S(z, z′;A) = δ(3)(~z − ~z′)δ(t− t′) (A.10)

and detK(Q)(A) is given by

detK(Q)(A) = det
[[
i /D −mQ

]
δ(4)(x− y)

]
−→

mQ→∞
const. (A.11)

31Dψ =
∏
α dψα

32see appendix C
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Notice that in contrast to the bosonic case mentioned in last weeks seminar the integral
is now proportional to this determinant instead of proportional to 1/

√
detA due to the

fact that fermionic �elds anti-commute whereas bosonic �elds commute. But this factor
is canceled by a factor in Z and will henceforth be neglected.
If we restrict our result (A.9) to the heavy mass limit, as mentioned before, the particles
become static and as a consequence we could neglect the spatial derivatives in (A.10) and
simply write (

iγ0D0 −mQ

)
S(z, z′;A) = δ(4)(~z − ~z′). (A.12)

This di�erential equation can be solved by the Ansatz

S(z, z′;A) = exp

[
ie

∫ z′
0

z0

dt A0(~z, t)

]
Ŝ(z − z′). (A.13)

Ŝ(z − z′) solves the gauge �eld independent di�erential equation(
iγ0∂0 −mQ

)
Ŝ(z − z′) = δ(4)(z − z′) (A.14)

which can be integrated by making a Fourier ansatz for Ŝ(z − z′) and we �nd

iS(z, z′;A) = δ(3)(z − z′) exp

[
ie

∫ z′
0

z0

dt A0(~z, t)

]
[

Θ(z0 − z′0)

(
1 + γ0

2

)
exp [−imQ(z0 − z′0)]

+Θ(z′0 − z0)

(
1− γ0

2

)
exp [imQ(z0 − z′0)]

]
.

(A.15)

Because of the δ-function in (A.15) and the fact that ~x 6= ~y ∀ ~x, ~y only the �rst term in
(A.9) can contribute. This δ-function in the propagator of a heavy particle re�ects the
fact, that this particle cannot propagate in space and is therefore static.
Inserting (A.15) in (A.9) we �nd that

Gα′β′αβ −→
mQ→∞

δ(3)(~x− ~x′)δ(3)(~y − ~y′)
(

1+γ0

2

)
α′α

(
1−γ0

2

)
β′β

exp [−2imQt]

〈
exp

[
ie

∮
dzµ Aµ(z)

]〉 (A.16)

where the line integral extends over a closed rectangle with extension R = |~x− ~y| and t.
If we go to Euclidean times we have to change the action of (2.45) in the expectation value
in (A.16) into its Euclidean counterpart and the replacement x0 → −ix4 implies A0 → iA4

since Aµ = ∂µΛ(x) in general and ∂x0

∂x4
= −i⇔ ∂x4

∂x0
= i.

In the end of all these consideration we obtain for the action
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S =

∫
d4x

[
ψ̄ (γµDµ +m)ψ + 1

4
FµνFµν

]
(A.17)

and hence for the propagator

Gα′β′,αβ −→
t→−iT
mQ→∞

δ(3)(~x− ~x′)δ(3)(~y − ~y′)
(

1+γ0

2

)
α′α

(
1−γ0

2

)
β′β

exp [−2mQT ] 〈WC [A]〉eucl.

(A.18)

where

WC [A] = exp

[
ie

∮
dzµ Aµ(z)

]
(A.19)

is the Wilson loop we were looking for and C is the rectangular contour we are integrating
over.
To �nd a potential between our particles we have to study these expressions for large
Euclidean times. If we compare (A.18) with the expected expression (A.7) we see that
exp [−2mQT ] just re�ects the rest mass and we expect that for F (R), representing the
overlap of our original state with the ground state, and V (R), representing the interaction
energy, we will see the following behavior of our system for large Euclidean times:

〈WC [A]〉 ≡ W (R, T ) −→
T→∞

F (R) exp [−E(R)T ] (A.20)

=⇒ V (R) = − lim
T→∞

1

T
ln [W (R, T )] . (A.21)

B Dirac formalism

Of all representations of the homogeneous Lorentz group there is one with a special role
in physics, introduced by Dirac to describe electrons. It can be used as a general spin-1

2

representation for fermions with non-integer spin. A general Lorentz transformation is
given by

xµ −→ Λµ
νx

ν + aµ (B.1)

and homogeneity means we set

aµ = 0. (B.2)

a general representation of these transformations is a set of matrices D(Λ) which has to
ful�ll the multiplication law

D(Λ)D(Λ̄) = D(ΛΛ̄). (B.3)
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We want to study the properties of these representations near the identity of the group
(Λµ

ν = δµν) and can hence write

Λµ
ν = δµν + ωµν (B.4)

where ωµν is some antisymmetric matrix:

ωµν = −ωνµ (B.5)

for which

D(Λ) = 1 +
i

2
ωµνJ µν . (B.6)

J µν has to be antisymmetric since ωµν is, and examining the Lorentz properties of an
in�nitesimal transformation D(1 + ω) with D−1(Λ) = D(Λ−1)

D(Λ)D(1 + ω)D−1(Λ)
!

= D(Λ(1 + ω)Λ−1) (B.7)

⇔ D(Λ)

(
1 +

i

2
ωσρJ σρ

)
D−1(Λ) = 1 +

i

2

(
ΛωΛ−1

)
µν
J µν (B.8)

⇒ D(Λ)J σρD−1(Λ) = Λµ
ρΛν

σJ µν (B.9)

and taking D(Λ) itself as in�nitesimal and keeping only terms of O(ω) gives

D(1 + ω)J σρD(1 + ω)−1 = Λµ
ρΛν

σJ µν (B.10)

⇔
(

1 +
i

2
ωµνJ µν

)
J σρ

(
1− i

2
ωµνJ µν

)
= (δµ

ρ + ωµ
ρ) (δν

σ + ων
σ)J µν (B.11)

and doing some algebra we obtain

i [ωµνJ µν ,J σρ] = ωµ
ρJ µσ + ων

σJ ρν (B.12)

and comparing the coe�cients of ωµν we �nd

i [J µν ,J σρ] = ηνρJ µσ − ηµρJ νσ − ησµJ ρν − ησνJ ρµ (B.13)

where ηµν is the standard Minkowski metric used to raise or lower indices.
To �nd a set of matrices J µν which ful�lls these relations we construct γµ-matrices which
satisfy anti -commutation relations

{γµ, γν} = 2ηµν (B.14)

and we carelessly de�ne

J µν = − i
4

[γµ, γν ] (B.15)

which gives us
[J µν , γρ] = −iγµηνρ + iγνηµρ. (B.16)
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Equation (B.16) implies that the γµ transform under Lorentz transformations as a vector,
i.e.

D(Λ)γµD−1(Λ) = Λν
µγν . (B.17)

A 4-component �eld that transforms under Lorentz transformations according to (B.6)
with (B.15) is called spinor.
We now choose an explicit 4- dim representation of the γµ as

γ0 =

(
0 1

1 0

)
γi =

(
0 σi

−σi 0

)
where the σi are the usual Pauli matrices.
To �nd a Lorentz invariant action for fermions the simplest way is to construct a La-
grangian which is a Lorentz scalar, i.e. which carries no free indices. The �rst guess would
be

ψ†ψ

but this doesn't always work as we shall see.
In general one can divide homogeneous Lorentz transformations in 2 classes: rotations and
boosts33.
Boots can be explicitly represented by

J 0i = − i
4

[
γ0, γi

]
=
i

2

(
σi 0
0 −σi

)
(B.18)

which is obviously not hermitian and so the Lorentz transformations generated by J 0i are
not unitary. For rotations the case is simple since rotations are unitary transformations
so we get

ψ†ψ −→ ψ†Λ†Λψ = ψ†Λ−1Λψ = ψ†ψ (B.19)

and our �rst guess would work.
But with boosts it is a di�erent story, since they are not unitary34 and the 2nd equality of
the last equation does not hold. We de�ne

ψ̄ ≡ ψ†γ0 (B.20)

and check that for boosts since (J µν)† = −J µν which anticommutes with γ0

ψ̄ψ −→ψ†
(
D(Λ)−1

)†
γ0D(Λ)ψ (B.21)

=ψ†
(
1 + i

2
ωµνJ µν

)†
γ0D(Λ)ψ (B.22)

=ψ†
(

1− i
2
ωµν (J µν)†

)
γ0D(Λ)ψ (B.23)

=ψ†
(
1 + i

2
ωµνJ µν

)
γ0D(Λ)ψ (B.24)

=ψ†γ0
(
1− i

2
ωµνJ µν

)
D(Λ)ψ (B.25)

=ψ†γ0D(Λ−1)D(Λ)ψ (B.26)

=ψ̄ψ (B.27)

33transformations whose generators are not conserved, i.e. do not commute with the energy operator
P0 = H

34otherwise they would induce a symmetry transformation and commute with the energy operator
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so ψ̄ψ is indeed a Lorentz scalar and since γµ∂µ is a Lorentz invariant di�erential operator
we can write down a Lorentz invariant Lagrangian

L = ψ̄ (iγµ∂µ −m)ψ (B.28)

which would reproduce us as equations of motion the Dirac equation

(iγµ∂µ −m)ψ(x) = 0 (B.29)

C Grassmann algebra

Since fermion �elds in contrast to boson �elds anticommute rather than commute35 we
have to �nd a set of variables with this property and de�ne an algebra and examine its
properties in order to treat them right. This formalism is useful when calculating Green
functions in a path integral representation for fermions as done in appendix A.
A set of elements η1, . . . , ηN generate a Grassmann algebra if they anticommute, i.e.

{ηi, ηj} = 0 (C.1)

and it immediately follows that
η2
i = 0 (C.2)

A general element of this algebra is hence de�ned as power series in the generators where
we have to exclude terms with 2 equivalent indices due to (C.2):

f(η) := f0 +
∑
i

fiηi +
∑
i 6=j

fijηiηj + · · ·+ f12...Nη1 . . . ηN (C.3)

The integration over Grassmann variables is de�ned completely by two rules:∫
dηi = 0 (C.4)∫
dηi ηi = 1 (C.5)

The integration measures dηi ful�ll the same anticommutation rules stated in (C.1) even
with the ηj:

{dηi, dηj} = {dηi, ηj} = 0 (C.6)

Let us practice these rules with the following integral:

I[A] =

∫ N∏
l=1

dη̄l dηl exp

[
−

N∑
i,j=1

η̄iAijηj

]
(C.7)

=

∫ N∏
l=1

dη̄l dηl︸ ︷︷ ︸
:=D(η̄η)

N∏
i=1

exp

[
−η̄i

N∑
j=1

Aijηj

]
(C.8)

35Pauli's exclusion principle
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and in the expansion of the exponent only the terms of order 0 and 1 contribute due to
(C.2) and we �nd

I[A] =

∫
D(η̄η)

∑
i1...iN

(1− η̄1A1i1ηi1) (1− η̄2A2i2ηi2) . . . (1− η̄NANiNηiN ) (C.9)

Because of the integration rules (C.4) and (C.5) we get the integral

I[A] =

∫
D(η̄η)

∑
i1...iN

ηi1 η̄1ηi2 η̄2 . . . ηiN η̄NA1i1A2i2 . . . ANiN (C.10)

where we have changed the order of the Grassmann variables to get rid of the minus signs.
Because the indices ij have to be di�erent and the product of Grassmann variables is
antisymmetric we can write this as

I[A] =

∫
D(η̄η)η1η̄1η2η̄2 . . . ηN η̄N

∑
i1...iN

εi1i2...iNA1i1A2i2 . . . ANiN︸ ︷︷ ︸
:=detA

(C.11)

where εi1i2...iN is the total antisymmetric tensor.

I[A] =
N∏
i=1

∫
dη̄i dηi ηi η̄i︸ ︷︷ ︸

=1 due to (C.5)

detA = detA (C.12)

More relevant to our case in appendix A is the following integral

Ii1...ili′1...i′l [A] =

∫
D(η̄η)ηi1 . . . ηil η̄i′1 . . . η̄i′l exp

[
−

N∑
i,j=1

η̄iAijηj

]
(C.13)

Consider the generating functional (with sources {ρi} and {ρ̄i} in the Grassmann algebra)

Z[ρ, ρ̄] =

∫
D(η̄η) exp

[
−

N∑
i,j=1

η̄iAijηj +
N∑
i=1

(η̄iρi + ρ̄iηi)

]
(C.14)

=

[∫
D(η̄η) exp

[
−

N∑
i,j=1

η̄′iAijη
′
j

]]
exp

[
N∑

i,j=1

ρ̄iA
−1
ij ρi

]
(C.15)

where we made the substitutions

η′i = ηi −
∑
k

A−1
ik ρk (C.16)

η̄′i = η̄i −
∑
k

ρ̄kA
−1
ki (C.17)
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so the integration measures dη and dη̄ are invariant under this substitution and glancing
at (C.12) we get

Z[ρ, ρ̄] = detA exp

[
N∑

i,j=1

ρ̄iA
−1
ij ρi

]
(C.18)

which is in analogy to the bosonic case seen in last weeks talk which was

Zbosonic[J ] =
(2π)N/2√

detM
exp

[
1

2

∑
i,j

JiM
−1
ij Jm

]
(C.19)

with source J
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