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CHAPT.DR I 

1. E'undamental Concept§ of Algebr~ 

We begin with a series of definitions which play an important role 

in the following chapters. 

Definition l 

Definition 2 

Definition 3 

A semigroup is a system (S~ .), where S is a set 

and • is a binary operation on S (mapping from 

S x S into S) which satisfies the associative law~ 

(a , b) . c = a . (b . c). 

We shall usually omit the . and write simply ab 

instead of a . b. A semigroup with 1 (often called 

a "monoid 11 ) is a system (S, 1, . ) ~ vvhere (S~ . ) is 

a semigroup and 1 is a designated element of S 

satisfying the identity: l a = a = a l. 

i' g·roup · t ( c::: 1 -l ) h ( S 1 ) ~~ lS a sys em '"" , , , . , w ere , , • 
-~·1 is a semigroup with 1 and is a unary operation 

-1 -1 -1 ( mapsS--)S)suchthataa =l=a a. 

An abelian group is a group satisfy.ing the comnmtati ve 

law a b = b a. An abelian group is frequently vlri tten 

as ( S , 0 , - , +) . 

A ring (associative \'Ti th 1) is a system ( C.' o, 

+, .L where(S, 0) - ~ +) is an abelian group 

( s' 1, ' is a semigroup with 1, satisfying • J 

distribucive laws a (b+c) = a b + a c, 

(a+b) c = a c + b c. 

o, 1, 

and 

the 

A ring in which every element a f. 0 is invertible 

(relative to multiplication) and which contains at 

least two elements is called a field. 
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Definition 4 

Defini tiS?.P-__2 

Definition 6 
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A right R-module r.1R consists of an additive abelian 

group M, a ring R, and a mupping M x R --?> M, denoted 

by juxtaposition, such that 

(m1 + m2)r = m1 r + m2r, m (r1 + r 2 ) = m r 1 + m r 2 

m (r1 r 2 ) = (m r 1 )r2 , m l = m 

for all m1 , m2 E IJl and r 1 , r 2 t::;R. A left R-module RM 

is defined sy~~etrically. 

Examples~ 

1. If R is a field, J'v1R is usually called a vector space. 

2. If 111 = R and the marJping M x R ---? M is taken to be 

multiplication, that is m r = m . r, then we have 

the right module HR . 

An algebra A over a field 0 is a ring A which is at 

the same time a vector space over 0. Moreover the 

scalar multiplication in the vector space and the 

ring multiplication are required to satisfy the axiom 

a (ab)= (a a) b = a (ab), a~ 0, a, b E A. 

Let A be an algebra over 0, and let M be a vector 

space over 0. ~e say that M is a left A--module (or 

a rnodule over A) if ( i) JVI is a left A--rnodule, A con

sidered as a ring and (ii) (a a) m = a (am) = 
a(u m) for all a ~ 0, a E A1 m EM . 

Let M, N be R-modules. ';Je use the notation HomR (M,N) to deno:te the 

set of all H-homomorphisms of M into N, that is, the set of all 

mappings f~ H----!) N suchthat f ~m1 + m2 ) = f (m1 ) + f(m2 ), 

f (rm) = r f(m); m. E.M, r E:.R. 
l 

The set HomH(M, N) forms a subgroup of the set Horn (rJI, N) (homo-

morphisms of M into N, M and N considered as abelian groups), and 

Ho~(rJI, M) forms a subring of Rom (.1\'I, M). We call Ho~(rJI, M) the 

ring of_R-endomorphisms of __ ~, or sometimes the centralizer of the 

R-module rvr, because the elements of Homn (M, 1·1) are precisely those 
.fl 

endomorphisms f of l\T which comraute 1vi th all the endomorphisms of r!J 

rL ~ m 4 rm determined by the elements of H. Similarly one de-

fines the algebra of A-endomorphisms of a module M over an algebra. 
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Let A be an ale:,ebra over a fiel.d 0 and .fii a vector 

space over 0. A repr~senJatign of A with represen~ 

tation sp~ce M is an algebra homomorphism 

T ~ A ---? HoL1 0 (Ivi 5 M) , that is, a mappint; T which satis

fies T(a + b) = T(a) + T(b), T(ab) = T(a) T(b) 

r_r ( o:: a) = o:T ( a) , T ( e) = 1 1 a, b E A, o: E. 0 9 

where e is the identity el.ement of A. 

Let T ~ A ~ Horn 0 (l\~, rvi) be a representation of an algehra A over 0. 

Then, for each a .E..A and mE: lVI 1 we define 

a m = T(a) m ( 1) 

and observe that, because of the properties of the representation T, 

• we have for all a, a 1 EA, m, m'E T!f, o::e0, 

• 

a(m + m1 ) = a m + am 1 
9 (a + a 1 ) m = a m + a 1 m (2) 

( a a 1 ) m = a ( a 1 m) 9 em = m 1 ( o:: a) m = cx ( a m) = a ( cx m) 

where e is the identity element of A. It is clear that the definition 

(1) turns J!,T into an A- module. Conversely 1 let I·~ be a 0 .,. space ( vector 

space over 0) T~Thich is a left A--module for c:m algebra over 0. For es,ch 

aeA, define a mapping T(a) ~ T1 --? 11 by setting T (a) m = a m, 

a E: A, m E T•L 'l'hen T(a) E Rom 0 (M, I•l) for each a E A. Noreover a ---7 T(a) 

is a representation of A. So representations and modules are essen

tially the same. ~.~e shall in the follo1·Jing usually state and prove the 

theorems in the language of modules . 

Definition 8 

Definition 9 

Let T1 and M' be left A-modules 'l"''here A is an algebra 

o-v e.c a field 0. The modules h and lVI 1 are said to be 

A-isomorphic if there exists a vector-space iscmorphism 

S of M s~~o M' such that for all a E A and m E ~ we 

ha-v0 a(S m) = S(a ~). Clearly, two modules are A-iso

morphic if and only if the representations afforded 

by them are equivalent. 

Let M be a left A-module over a 0-·algebra A where 0 is 

a field. A 0·-subspace N of JVT is called a submodule if 

an E n for all a E: A and n E: N. For example, the Sub

modules of the left regular module .1 A are the left 
.t~ --

ideal.s of A. 
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2. Direct Sums of Modules 

If M1 and M2 are Submodules of the R-module M (let all R-modules 

be left modules), we define the sum of M1 and M2 by 

N1 + M2 = { m1 + m2 : m1 E. M1 , m2 E rJI2 } • 

Then M1 + M2 is again a submodule of l\1 and is the smallest sub

module which contains both IJI1 and M2 • IJ.lhe intersection M1 f\M2 is 

the largest submodule contained in both M1 and M2 . 

Now let M1 , ••• Mk be submodules of the R-module H. vve wri te 

M = r-11 ® ... <:!) Mk and call M the ( internal) direct swn of 

M1 , ... Mk if 

(i) M = M1 + ... + Mk 

(ii) m1 + ... + ~ = 0, m. E M. y implies that each m. = 0. 
K l l l 

It is easily verified that if (i) holds then (ii) is equivalent 

to either of the following two conditions: 

( ii 1 ) M .I\ ( M. + . . . + M. 1 + Ml. + 1 + • . • + Mk) = 0 for each i. l l l-·· 

(ii 1 ') Every element m t M can be expressed uniquely as a sum 

m = m1 + . . . + ~, mi ~ Mi . 

Now let M1 , ... Mk be a given set of R-modules, not necessarily 

submodules of a common R-·module. We define their ( external) direct 

* ~ M1 (B ••• @ Ivik = M to be the set · of k-tuples (m1 , . . . , mk), 

m. E IVI. , where addi t ion is defined componentwise, and 
l l * 

r (m1 , ••• 9 mk) = (r m1 , ... , rmk)' r EIL Then IVI is an R~-module; 

if we s et IVI 1 • = L ( 0 , ... , m. , 0 ... , 0) ; m. E: l\L } , then TJI 1 • is 
l * l .j, l l 

a submodule of rJI, and N1 • ';;! M .• Noreover M is the internal di
l l 

rect sum of the submodules Jlll' .• 
l 

If N is a submodule of N, the factor module N/N is the left 

R-module whose underlying co~~utative group is the totality of 

cosets ( m + N } of N in N, and the module composi tion is de-

fined by 

r (m + N) = r m + N; (3) 
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it is well defined because N is a submodule. The mapping n: 

m -7 m + N, which maps mE M onto the coset containing it, 

is by (3) an R-homornorphism of M onto M/N, called the natural 

homomorphism of M onto H/N. 

3. Classical Isomorphism Theorems 

For completeness we also prove the clasrJical isomorphism theo-

rems. 

Proposition l 

Let M, N be R-modules, and let f~ M ~ N be an R~homomorphism 

of Iv'I onto N. Let JV11 = f-1 ( 0) be the kernel of f; then JVI1 is a 

submodule of M, and M/M1 ~ N. 

Proof: 

M1 is obviously a submodule of M. Let n be the natural mapping 

of M onto M/M1 and define (see the diagram) 

f: M/M1 --7 N by M n 1-1/Ivi ( 4) 

f: TC (m) --7 f (m) ~ j;l f o TC~ f 

N 

This is a well defined mapping since the elements of any co

set rn + M1 are mapped by f to a single elernent. f is a R

homomorphism. For instance 

f (r(rn + M1 )) = f (rm) = r f (m) = r f (m + M1 ). 

Proposition 2 

Let N be a submodule of the R-module M. Dvery submodule of 

M/N has the form L/N where NcLcr-1, and M/L ':!t (M/N)/(L/N). 
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Proof; 

Let n ~ 111[ ~ Ivi/N the canonical epimorphism ( homomorphism onto). 

Any Submodule I of n(M) = Ivi/N has an inverse image L = n-1 (I) 

in M, hence I= n(L). Clearly L is a submodule of M. Further

more N = n-1 (o)c L, and so we may write n(L) = L/N. Now let 

n'(M) ~ n(M)/n(L) be the canonical eipmorphism 1 then 

n' o n: M --7> n(rll)/n(L), and the kernel of this mapping is 

(n' o n)-1 (0) = n-1 (n(L)) = L . The result now follows from 

Proposition 1. 

Proposition 3 

Let M, N be submodules of a common R-module. Then 

(M + N)/M ~ N/MAN . 

Proof: 

C onsider the canonical epimorphism n ~ N + N -;:;. ( M + N) /M 

and the monomorphism ( injective homomorphism) X : N -"'l 111[ + N. 

Then n o X has kernel JVlf\N and image n :X(N) = n(M) + n (N) = 
n (M + N) = (M + N)/M. The result now follows from Proposition 1. 

Definition 10 

An R-module Ivi is said to be indecomposable if r·T /:. ( 0) and if i t 

is impossible to express M as a direct sum of two non-trivial 

submodules . 

Remark~ 

Since the left ideals of a ring R are the submodules of the 

module RR we say correspondingly that a left ideal is inde

composable if it is impossible to express it as a direct sum 

of two non-trivial left ideals. 

Definition 11 

A left R-module M /:. (0) is called irreducible if M contains no 

non-trivial submodules~ whereas a module which contains a non

trivial submodule is called reducible. 
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Definition 12 

A left R-module M is said to be completely reducible if every 

submodule is a direct Sllilli~and; in other words, for every sub

module N there exists a submodule N1 such that M = N EB N1 • 

The following theorem is important. 

Theorem 1. 

The following two statements about an R-module M are equivalent 

(i) M is completely reducible 

(ii) M is a direct sum of irreducible modules. 

Proof: 

We prove this theorem only for finite dimensional A-modules, 

where Ais an algebra (this is all we need in the following). 

Assurne M = G) M. , M. irreduci ble modules. Let N be a submodule 
i l l 

of M. If dim N = dim M, N = M and M = N@ (0). We now suppose 

dim N<:dim M and we may assume the theorem for submodules N1 

such that dim N1 "/ dim N. Since N C M = <:p Mi there is an Mi 
l 

such that M. rf N. Consider the submodule M.f\ N. This is a 
lr- l 

submodule of the irreducible module M .. Hence either M.~N = M. 
l l l 

or M.f\N = 0. If M.l\ N = M., N 2. M. contrary to assumption. 
l l l l 

Hence M.f\N = 0 and N1 = N + M. = N@ :[\11.. 1;Ve can now apply the 
l l l 

induction hypothesis to conclude that l\1 = N1 ® N' 1 , where N 1 1 

is a submodule. Then M = N @ JYli (t> N 1 1 = N ~ N 1 where 

NI = Mi Cf> NI 1. 

Conversely assume that M is completely redud ble. Let M1 be 

a submodule -/:. 0 of minimal dimension. Then we have I"l = M1 ED N 

where N is a submodule. We note now that the condition assumed 

forM carries over to N. Thus let P be a submodule of N. 

Then we can wri te M = P (±) P 1 , P 1 a submodule. Then by 

Dedekind 1 s modular law *), (we denote for a moment the sum 

of two vectorspaces r111 , N2 s; M by M1 + l\12 = M1 V M2), N = M flN = 
(P @ P 1 ) F'\ N = Pv(P 1f"\N). Since Pr\(P'AN) C. PnP 1 = 0 

*) see next page. 
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we have N = P ® P' ' wi th P' ' = J:l 'n N. \:Je can now repeat for 

N the step taken for M. Continuing in this way we obtain, 

because of the finite dimensionali ty that M = l\11 <±> ••• ® Mn. 

This completes the proof. 

*) Dedkind's modular law says~ If N1 c N3 then N1 u(N2 r'\N3) = 
(N1uN2 )f\N3 . 

Proof~ 

N1 S: N3 and N2 nN3 ~ N2 s_ N1 u N2 implies N1 u (N2 "N3) ~ 

(N1 vN2 ) f\ N3 • On the other hand let x E.. N3 r\ (N1 uN2 ), 

that is x = x1 + x 2 with xi E Ni. x 2 = x - x1 E N3 since 

N1 S N3 , hence x 2 E N2 n N3' This implies x E N1 u (N2 1\ N3 ) 1 

q.e.d. 

Next we show that the decomposition of a completely reducible 

fini te-dimensiong-ü A--module M into irreducible submodules is 

essentially unique. To prove this we need the following facts. 

Lemma 1; Let r![ be a completely reducible A-module 

r![ = M1 EEl • • • EB lVI ? M. irreduci ble. 
n l 

Let N be a submodule of M. Then M is the direct sum 

of N and some of the M .. 
l 

Proof~ Consider N n IJl1 , Since M1 is irreducible l\~1 n N = 0 or 

M1 n N = M1 and hence rvi1 <;; N. In the first case N1 = N + M1 = 

N (f) l\11 . Now we consider N1n rJ[2 and repeat the same argument. 

In this way we obtain Ivi = N EB M. (B> ••• ID M. , where the 
ll lu 

M. are those for which the first case in the above alter
lk 

native happens to be true. 

Le~~a 2~ Suppose that an A-module M can be decomposed in the 

following two ways~ 

M = Ml (B M2 = Ml @ IJI' 2 

where M1 , M2 ? and l\1 1 2 are submodules. Then M2 t:;j N 1 2 . 
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Proof: Consider the pro j ection 1t 1 2 ~ JVl --j- M 1 2 vJhich is de

fined by the second decomposition. The kerne1 of this ho

momorphism is rvr1 , hence M2 ~ M/I-11 ~ r:;_' 2 • 

Now we prove 

Theorem 2. 

Let M be an A-module and 1et M = M1 @ ... ® JVlm = N1 <1.) ••• ® N11 

be two decompositions of M into direct sums of irreducib1e 

submodu1es. Then m = n, and there exists a permutation 

t j 1 , · · • j 11 } of { 1, ... , n ~ such that 

. . . ' M ~ N .• 
n Jn 

Proof~ Assurne m < n. We show a 1itt1e bit more~ For a sui

tab1e re1abe1ing of the N., 
J 

N. ~ M., j = 1, 
J J 

m and M = N1 0 ... (±) N. (8 M. 1 @ .. (±) r1 
J J+ m 

forj=1, ... , m. For j = m this imp1ies m = n. (5) 

Equation (5) is true for j = 1. We suppose, that we a1ready 

know,' that after a suitab1e re1abe1ing of the N., N. ~ M. 
J J J 

for j = 1, •.• , k-1 and that 

( 6) 

Now we app1y 1emma 1 wi th N = N1 (±) ••• @ Nk_1 Ef) Mk+1 @. · · (f> 1"1m 

and the second decomposition 11'1 = N1 <±> • • ® Nk to conc1ude 

that M is the direct sum of N and some of the N. wi th j > k - 1 
J 

M = N1 c±J ••• (±) Nk_1 (±) ( @' N j) ® JVlk+1 8 ... Et> Mm 

j:;> k - 1 

Comparison wi th the decomposi tion ( 6) shoi'IS, using 1emma 2, 

that IVIk is isomorphic to @ 1 

j /k-1 
N .• Hence this sum is ir

J 

reducib1e and contains on1y one term V>Thich we 1abe1 by k. 

This proves that (5) ho1ds for j = k and by induction our 

statement is proven. 
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4. The Radical of a Finite-Dimensional Algebra 

If B1 and B2 are subspaces of an algebra A, then we write 

B1r\B2 and B1 + B2 , respectively, for intersection and space 

spanned by B1 and B2 . The latte: is just the collection of 

elements of the form b1 + b2 , b~ E Bi. We define B1 • B2 to 

be ihe subspace spanned by all products b1 b2 , bi e. Bi. It is 

immediate that this is the set of (finite) sums 

2:: b1 j b2j, bij E Bi. 
j 

It is trivial to verify the following equalities for subspaces 

(i) B1 (B2B3) = (B1B2 )B3 

(ii) B1 (B2 + B3 ) = B1 B2 + B1B3 

(iii) (B2 + B3)B1 = B2B1 + B3B1 

A subspace B is a left-ideal of A if and only if AB C. B. 

Clearly the intersection and sum of two ideals is an ideal 

and (i) for B3 = A shows that the same is true of the pro

duct of ideals (ideal means left, right, or two-sided ideal). 

An ideal N is called nilpotent in case there exists an integer 

k such that Nk = 0. 

Proposition 4 

The sum of any finite number of nilpotent left ideals is 

nilpotent. 

Proof: Let N1 and N2 be nilpotent left ideals in A; the sum 

N1 + N2 is also a left ideal. Let N1 k = N2 r = 0-•. Then every 

element in (N1 + N2 )k+r is a sum of products x1 ... xk+r in 

which either at least k factors belong to N1 or at least 

r factors belong to N2 . In the former case, the above pro

duct may be written as 

(x1 ... x. ) 
ll ( X . 1• • • X . ) • • • ( X . +1 • • • Xl. S ) • • • ' 

ll+ l2 ls-1 
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where x. , x. , ••• x. E N1 and s ~ k. Each group in 
ll 12 ls 

parentheses belongs to N1 since N1 is a left ideal. However, 

the product of any s elements of N1 is 0, and so the above 

product is 0. A similar argument holds when at least r fac

tors belang to N2 . This completes the proof. 

From now on)the algebra Ais assumed tobe finite dimensional. 

Proposition 5 

In A there exists a maximal nilpotent left ideal N. The 

ideal N is a two-sided ideal and contains every nilpotent 

left ideal and every nilpotent right ideal. 

Proof: Let N be a nilpotent left ideal of maximal dimension. 

Assurne that a nilpotent left ideal N1 is not contained in N. 

Then N1 + N ~ N is according to Proposition 4 a nilpotent 

left ideal which contains N. This is in contradiction to 

the assumption. Now NA is also a nilpotent left ideal since 

(NA)k =(NA) •.• (NA) C NN ..• NA= NkA, 

hence NA C N. This shows that N is also a right ideal. If 

J is any nilpotent right ideal in A, the above reasoning 

shows that AJ is a nilpotent right ideal, it clearly is a 

left ideal and so J CAJC: N. 

Definition 13 

The maximal two-sided nilpotent ideal N of Proposition 5 is 

called the radical of A and is denoted by rad A. 

Definition 14 

We say that A is semisimple if rad A = 0. 
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Proposition 6 

The factor algebra A/rad A is sernisirnple. 

Proof: Every left ideal in A/rad A is of the form (see 

Proposition 2) I/rad A for some left ideal I of A con

taining rad A. Then I/rad A is nilpotent in A/rad A if 

and only if some power of I is contained in rad A, and 

this can occur if and only if I is nilpotent and so is 

contained in rad A. Therefore A/rad A contains no nil

potent right or t-vw sided ideals ei ther. Hence A/rad A is 

sernisimple. 

5. Orthogonal Sets of Idernpotents 

Let A be a direct sum of left ideals A = L1 (:±) L2 @ ..• (±) Ln, 

Lo f:. 0 . 1'hen we may write 1 = e1 + •.• + en~ eo E. Lo, 
l l l 

for some set of elements { ei~ of A. Clearly 

e o = e 0 e1 + • • + e 0 e , e 0 e 0 E L 0 • S inc e L1 @ . . . <±) L 
J J Jn Jl 1 n 

is a direct sum, this yields ejel = 0, eje2 = 0, ... 

eoeo = eo, eo eo 1 = 0, ... , eoe = 0 . Therefore 
J J J J J+ J n 

eoeo=Oooeo 
J l lJ l (7) 

Let us show that L 0 = A e 0 , ,ilhich will imply that e. f:. 0. 
l l l 

Obviously we have A = A e1 + A e 2 + ..• + A en' and 

A eo CL .. This implies A eo = Lo. 
l l l l 

Definition 15 
A set of idempotents tei1 satisfying (7) is called an ortho

gonal set of idempotents. 
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Converse1y, 1et i ei) be an orthogonal set of idempotents 

wi th e1 + ..• + en = l and let Li = A ei, then A = L1 @ ••• @ Ln. 

This is seen as fo1lows. For an arbitrary e1ement a E A 

a- a· .~_ a 1 - e1 + + a e n' 
(8) 

and hence 

A = L1 + ... + L . (9) n 

The sum in (9) is direct, since the representation of an 

e1ement as a sum a = x1 e1 + ••• + xn en is unique. IVJ.u1 ti

p1ication with e. from the right gives ae. = x.e .. 
J J J J 

What has been said so far in this paragraph cor

respondingly holds for right idea1s. Hence, if we have a 

decomposition 

A = L1 tf) •.. Ef) L , L. = A e., 
n 1 1 

(10) 

then A is a direct sum of the right ideals R. = e.A 
l l 

(±) R • 
n 

(11) 

If the L. in ( 11) are indecompos2~b1e then the same is irue 
l 

for the R. in (11). 
l 

Proof~ Suppose that ~l is decomposable, R1 
then A = e ' 1 A ® e "1 A @ e 2A EB • • • ® 
e e ' + t=> 11 r e 1 e" e e 1 = 1 ~ 1' l. 1' 1 1 2 1 • • • n 

= e1A = R' 1 (±) R" 1 , 

e A with n 
} is an ortho-

gona1 set of idempotents and hence L1 = Ae' 1 ~ Ae" in 1' 
contradiction with the assumption. 

Next we consider direct decompositions of A into two-sided 

idea1s. Let 
(12) 

be a decomposition of A into two-sided idea1s A., then 
l 

A2 ; = A. and A.A. = 0 for i f:. j. 
l l l J 
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Proof ~ For i f= j A. A. CA. n A. = 0. Furthermore, since A 
l J l J 2 

has a unit element A1CA1A = A 1 . On the other hand 
2 

2 
A l CA1 , 

hence A 1 = A1 , etc, 

Now assume that A is a direct sum of subspaces A. 
l 

A = A1 (t) ... GJ An 9 ( 13) 

suchthat A2 . = A. and A.A. = 0 for i f= j. Then the A. 
l l l J l 

are two-sided ideals. 

Proof~ AAi = (A1 (±) ••• (±) An) Ai = 
A. A = A., q.e.d. 

l l 

A., and similarly 
l 

An ideal of an A. in (13) is an ideal of A. 
l 

Proof: Let R be, for instance, a right ideal of A1 , then 

RA = R ( A1 (f) • • • Cf) An) C RA1 <; R, q • e . d • 

Let R be a right ideal in A and assume a decomposition (12) 

of A into two-sided ideals. Then 

R = RA = RA1 + • . • + R An 

This sum is direct since RA. CA .. Furthermore, RA. A = RA. , 
1- l l l 

hence RA. is a right ideal. 
l 

The last two remarks show that we know the ideals of A if 

we know those of the A .. Hence we only have to investigate 
l 

the ideals of indecomposable algebras. 

Two right ideals which are ::/= 0 and are contained in diffe

rent components A. in (12) cannot be isomorphic. This fal-
l 

lows from the fact that for a right ideal 

RCA11 RAi = 0 for i = 2, ..• n, but RA1 f= 0. 

We now consider the case where the two-sided ideals in (12) 

are indecomposable. In this case the A. in (12) are uniquely 
l 

determined up to a permutation. Thus let A = A' 1 <±> ... (±) A ~ 
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be another decomposition of A into a direct sum of indecompo

sable two-sided ideals. Then 

Ai = Ai A = AiA' 1 (±) • • • @ Ai At . Since Ai is indecompo-

sable only one summand on the right hand side is different 

from 0. Hence A. = A. A' . for a certain j. Similarly 
l l J 

AA'. = A'. = A.A' ·~ which irnplies A. = A' From this the 
J J l J l j' 

proposition fo1lows. 

We novl add a few rernarks about the center C of A. 

Definition 

The center of A is the set of elements \IIThich comrnute wi th 

a11 elements of A. 

The center C is a comrnutative subalgebra of A. Let us assurne 

a decomposition (12) for A and set 

(13) 

Then C. is an ideal in C. To see this we choose c E C and 
l 

write c = c1 + ... + cn' ci E Ci. Frorn ca = c1a + 

= ac = a c1 + ... + ac , v.Je conclude c.a = ac., hence n 1 1 

ciEC,orcicc. 

+ c a n 

This implies C. = A.~c, showing that C. is an ideal in C. 
l l l 

Conversely, suppose that C = c1 (B ••• c±> C , where the C. n 1 

are ideals in C. Let 1 = e1 + ... + e , e. E C .. The fe. \ n 1 1 t 1J 

form an orthogonal system of central (e. E C) idempotents. 
l 

If we put A. = e.A = Ae., the A. are obviously two-sided 
l l l l 

ideals and from earlier remarks it follows that 

(14) 
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We also note that C. = e.C. This follows from 
l l 

C = e1c + • . • + e C and e. C c C. . Hence 
n 1 1 

A. = e.A = e.CA = C.A 
l l l l 

(15) 

It is clear that the C. are indecomposable if and only 
l 

if the A. are indecomposable. 
l 

6. The Structure of Semi-Simple Algcbras 

We recall that a left A-module M is completely reducible 

if every submodule of M is a direct summand of M. 

Theorem 3 
Let A be an algebra. If AA is completely reducible, then 

A is semisimple. 

Proof~ Let N be the radical of A. Since N is a left ideal 

of A, it is also a submodule of AA' and therefore 

A = N Cf) N' for some left ideal N' of A. Then 

1 = e + e', e E N, e' E N', ~orith e2 = e. Since N is nil

potente= e2 = e3 = ... = 0 and therefore N = 0. We now 

prove the converse . 

Theorem 4 
If A is a semi-simple algebra, then AA is completely re

ducible. 

Proof: Let L be a minimal left ideal. This is by definition 

an irreducible submodule of AA different from zero. Clearly 

L2 c Land L2 ~ 0 (since rad A = 0). Hence there exists an 

element a E L with L a ~ 0. But L a is a left ideal con

tained in L and consequently L a = L. Now consider the set 
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~ b E L~ b a = 0} . This is a left ideal different from 

L and hence is equal to 0. Since L a = L there exists an 

element c E 1 with c a = a and hence (c - c2 ) a = 0. 

This implies c = c2 and c is an idempotent. Clearly Ac 

is a left ideal contained in Land thus Ac = L = Lc. 

An arbitrary element x E A can be written x = xc + (x- xc). 

The set [ x - xc .} is a left ideal L 1 and A = L + L 1 • 

This sum is direct. Thus suppose that y ~ L ~ L', then 
2 y :xc = xc = yc, and y = x - xc, hence yc = 0 = y. 

Consider I :::::> L 

I= Afl. I= (L (E) 1')1\I = L (±) (L'f\ I). 

The last equality follows from Dedekind 1 s modular law. 

So far we have shown: 

Every minimal left ideal of A is generated by an idempo

tent element and is a direct summand of every left ideal 

which contains it. 

Using this we proceed as follows. Let 11 be a 

minimal left ideal of A. There is a 1 1 1 suchthat 

A = 11 <3:) L 1 1 . If L 1 1 f= 0, there is a minimal left 

ideal 1'2. in L 1 1 and L' 1 = 12 (±) L 1 2 • Repeating this 

process, we obtain A = G) L., L. minimal, hence AA is 
l l 

completely reducible. Theorem 3 and 4 prove the 

First Structure Theorem. 

An algebra A is semi---simple if and only if AA is a com

pletely reducible left A-module. 

Definition 16 

An algebra is simple if the only two-sided ideals are 

the trivial ones. 
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Let us show at once that a simple algebra S is semi

simple. We note that N = rad S is a two-sided nilpotent 

ideal of S and that consequently N = (0) or s. The unit 

element cannot belong to the nilpotent ideal N, hence 

N = (0) and S is semi-simple. 

We now prove the 

Second Structure Theorem~ 

An algebra is semi-simple if and only if A = A1 GJ ... G) An 

where the A. are two-sided ideals which are simple algebras. 
l 

Proof: 

Let A be semi-simple. \Je show first that if B is a two

sided ideal, then there exists a two-sided ideal B' such 

that A = B (f) B' . Since AA is completely reducible, 

there exists certainly a left ideal L of A wi th A = B G) L. 

But BL ~ B 1\ L = 0, hence (LB) 2 = LBLB = 0. 0ince A is 

semi-simple this implies LB = 0. This means 

LA= L (B c±> L) 2 which that L is a two-= L c L, proves 

sided ideal. Now let A1 be a minimal two-sided ideal. As 

we have just shown, there exists a two-sided ideal A' 1 
such that A = A1 <±) A 1 1 . We have seen earlier that every 

A1 - sub-ideal is an ideal of A. Consequently, as A1 is 

minimal, it is also simple. Moreover, A' 1 is clearly semi

simple. Hence, induction on dim A implies that 

A' 1 = A2 (±) ••• (±) An, vJhere the Ai are two-sided ideals 

and simple algebras. Therefore 11e have A = A1 G) ••• (DAn, 

A. simple and two-sided ideals. Conversely, suppose that 
l 

A = A1 (±) ••• (±) A , where the A. are two-sided ideals 
n l 

which are simple algebras. Since the A' A. are (by the first 
. l 

structure theorem) completely reducibl~ the same is true 

for AA (give the details of the argmnent). This proves 

that AA is semi-simple. 
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Remark~ 

Note that the decomposition A 

on page 15. 

= (±) A. is unique as shown 
l 

We study now simple algebras, since every semisimple al

gebra is a direct sum of simple algebras. 

Let A be a simple algebra. First we show that all minimal 

left ideals of A are isomorphic. This follows from the 

following 

Lemma 1 

An irreducible left-module M over a simple algebra A is 

isomorphic to every minimal left ideal of A. 

Proof~ The A-module M is faithful ( aJVI :::::: o, a E Ay implies 

0) • Thus let I 
( 

A~ a IVi = 0 } . Clearly I is a = = i.. a E 

a two-sided ideal and hence I = 0 or A. Since IVJ t 0 we 

conclude that I = 0 ( A has a uni t element) . Nm.v let L be 

a minimal left ideal of A. Since lVl is faithful and L t 0 

there exists an element m E M such that L m t 0. Since 

AL C 1, the set Lm is a submodule of IVI and hence equal 

to JVI (JVI is irreducible). This shows that the mapping 

cp ; p ~ p m, for all p E L 

is an A-module-epimorphism of L onto r·L The kernel is an 

ideal in L different from L (since Lm t 0), hence equal 

to 0. This proves the lemma. 

Since the minimal left ideals are irreducible left A

modules, we conclude that all minimal left ideals of a 

simple algebra are isomorphic. Furthermore, we see that 

a simple algebra has precisely one irreducible module 

(up to isomorphism). 

Definition; A nonzero ring ( 1,ü th uni ty) is called a skew
field if every nonzero element has an inverse. 
A commutative skewfield is called a field. 
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Third Structure Theorem 

Let A be a simple algebra. Then A ?:! Horn 57.. (J.VI, M) for 

some finite-dimensional right-vector space M over a 

skew field n . 

Proof: 
Since AA is completely reducible we can decompose A into 

a direct sum of minimal left ideals. 

(16) 

We know that the L. are all pairwise isomorphic. Let us 
l 

put l = e1 + • • . + e , e . E L. , and R. = e. A. Then we m l l l l 

know that 

(17) 

A = AA = 'Z Aik ( 18) 

i,k 

The sum in (18) is direct~ Consider 

~ dik= o, dik E Aik. 
i,k 

Elearly 2: dik = 0 ( -:z dik ~ Ri) • This implies 

k k 

dik = 0 (dik E Lk). Since AekA = A (two-sided ideal~ 0) 

we have 
R. A == 

l 

Note that this implies Aik ~ 0. Next we prove: 

R. 
l 

(19) 



• 

• 

- 21 -

An A-isomorphism ~ : Rk ~ Ri can be represented as 

~ (xk) = aik xk, xk E Rk' aik E Aik . (2o) 

To show this we put a. k E R .. From 
l l 

~(ek) = aik' fo11ows that 

~(xk) = ~(ekxk) = ~(ek) xk = 

= aik xk • The e1ement aik in (2o) is unique1y determined, 

because ~(ek) = aik ek = aik (aik = ei a ek). Converse1y, 

for every aikE Aik' aik fo 0, the mapping 

xk ---7 aik xk' xk E Rk' defines an isomorphism from 

Rk onto Ri. These remarks show especia11y that the e1ements 

of A .. are in one-to-one correspondence with the auto-
ll 

morphisms of R. 
l 

A.. r;;j Aut (R.), 
ll l 

hence A .. is a skewfie1d. Now let rbe the identica1 
ll II 

automorphism of R1 , ~ some fixed isomorphism of R1 
onto R. and 

l 
-~ 

I ik = ~~ R -1 R. k l 

C1ear1y 

rik 
rl I. = km lill 

Let 

~k (xk) = eik xk ' xk E Rk, eik E Aik. 

Then from (23) we obtain eik ekm = eim • Furthermore, 

(21) 

( 22) 

(23) 

(24) 

since eik E Aik, e .. e. = e .. , e. e .. = e. . . The mu1 ti-
lJ J lJ l lJ lJ 

plication tab1e for the e .. is the same as that of the 
lJ 
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nxn matrices which have a 1 at position (i,j) and zeros 

everywhere else. Now consider the mapping A11 --~ Aii 

given by a11 ---? eil a11 eli . This is a ring homo-

morphism. For instance eil a11 bll e1 i = eil a11 e1iei1b11e1i. 

The kernel of this homomorphism is zero~ eil a11 e1 i = 0 

implies eli eil all eli eil = all = 0. 

We define 

a = all + .•• + amm allE All' aii = eil all eli} 

(25) 

It is easy to verify that the mapping 

a11 ~ a = a11 + .•• + amm isaring isomorphism from 

A11 onto Sl . Since A11 is a skewfield "~rle conclude that 

il is a skewfield. From eik a = eik akk = eikek1a11e1k = 
= eilall elk? and a eik = aii eik = eil all elk' we 
conclude n 

a eik = eik a for all a E. ~ L • Purthermore 

we note eikS2 = eik Akk = eik Rk Lk = Ri Lk = Aik. Hence 

A=l0e () \..2_) ik ~ L • 

i,k 

(26) 

Now we define the following map:ping from A to 0 where mxm 
D is the complete matrix algebra over the skewfield Sl mxm 

a = ~ e.k cx ., --7 (a.k) G_ n (27) ~ l lK l .).Lmxm 

i,k 

It is clear that this is an algebra isomorphism, hence 

Ar;; n 
mxm 

(28) 

If A is a simple algebra over an algebraically closed field 

0, then we will show that A ~ 0 . It is not difficult to 
nxn 

conclude this from the results obtained so far. We prefer 
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however, to derive this directly. vfe use the same no

tations as in the proof of the last theorem. We have 

seen that for x ER1 and 0 I a11 E A11 , the mapping 

x ---7 a11 x defines an automorphism of R1 onto R1 . 

Furthermore, as we have seen~ two different elements 

a11 E A11 give different automorphisms and one gets in 

this way all automorphismsof R1 . The second part of Schur's 

lemma ( Curtis·~Reiner S .181) implies that every automorphism 

is a multiple of the u.nit transformation (here we use the 

fact that 0 is algebraically close~. Hence, for all 

x E A, e11 x e11 = ~ e11 , 1E 0 (e11 = e1 ). From this we 

will now conclude that every x ~ Aik is a multiple of eik" 

Let x E Aik, then e1i x ekl E A11 . Hence e1i x ekl = { e11 • 

Consequently x = eiix ekk = ei1e1ix eklelk = eil ~ e11e1k = 
= 3 eik • 

From A =G Aik we conclude A = 8 0 eik and by the 

ik i,k 

same reasoning as before Ar;!0 nxn 

Conversely we nov-T prove the 

Theorem 5 

Let Sl be a skewfield and let S2 , m ~ 1 be the algebra mxm 
of all mxm matrices wi th entries in n ' then n is a mxm 
simple algebra. 
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Proof~ 

If e .. denotes the matrix wi th 1 at posi tion ( i, j) and 
lJ 

zeros elsewhere, the elements L eij: 1 :::; i, j ~ m }form 

a basis of n . fl = G _fl. e. . • Now we take 
mxm mxm . . lJ n l,J 

an arbitrary element a E ~Lmxm different from zero and 

consider the two-sided ideal I = .fl a f2. which is generated 

by this element. Let a = ~ aik eik , and choose (r,s) 

such, that a 'f- 0 • Then 
rs 

-1 
ehr ( ~ aik eik) esn Qrs = ehn; h, n = l,~~., m 

(by defini tion, if 1 is the uni t element in .f2. , 1 a = a l= Q( 

for all a E. Il and thus eik a = a eik). ~'his implies 

that I =Il , which proves that Jl isasimple al-mxm mxin 
gebra. 

Let A be a simple algebra. VJe have seen that A = G) eikf2 

i,k 

and a eik = eik a, for all a E J1 . Hence the center C (fl) 
of _()_ is contained in the center C(A). vve show that C( U) = 

C(A). Thus let c E C(A) and write c - ~ e ~ Z n 
- L pg $ pg' ~ pg E. ~ L . 

From c eik = eik c, we obtain 

(29) 

p g 

By multiplying this equation 1Ni th eik we obtain 

eik} ki = 6ik ~ e. ~kg and hence 1 ik = 0 for i f=. k. 
g lg 

If we use this fact in (29) we find eik 1 ii = eik 1 kk 

implying 111 = . . . = ~ mm = z . 
i 
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The element c has thus the form c = ( e11 + e 22 + ••• + emm) 1. 
From (25) it follows that c E:D., hence C(A) C C( f2). 
For the case where A is a simple algebra over an algebra-

ically closed field, we have C(A) = 0 • 11 - . 
Consider now a semi-simple algebra A over an algebraically 

closed field 0. Let A = A1 @ • • • @ An (30) 

be the decomposition of A into simple subalgebras and 

1 = el + ••• + en 1 ei E. Ai 1 C = Cl (t) . • . (±) cn ' 
C. C A. where C is the center of A. 'vle have seen earlier 

l l 

that C. = A.f\ C, hence C. = 0 e .. This shows that the 
l l l l 

nu.mber n of simple alg~Fas in (3o) is equal to the di-

mension of the center C(A). Furthermore, since 

A. ~ 0 
1 n.xn. 

l l 

+ 2 
n dim C(A) dim .A. 2 = n l + 

7. Modules for Semi-Simple Algebra~ 

(31) 

(32) 

From now on all .A.-modules are assumed to be finite-dimensional. 

Theorem 6 

An algebra A is semi-simple if and only if every left 

A-module is completely reducible. 

Proof~ 

If every left A-module is completely reducible, this is in 

particular the case for .A.A. The first structu.re theorem 

implies that .A. is semi-simple. 

Now let A be semi-simple and M be an A-module. We decompose 
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A into a direct su.rn of minimal left-ideals 
2 

Li= Aei' e i = ei =f- 0. Let tmj ~ be a basis of IVI. 

We may write 
L,........ M = Ae. m. 

l J 
(33) 

i,j 

Obviously each Ae.m. is a submodule of M, but the sum in 
l J 

( 33) need not be direct. 'l'he mapping Ae. -:? Ae. m. gi-
l l J -

ven by 

of Ae. 
l 

ae. 
l 
~ ae. m., a E A, is clearly an A--homomorphism 

l J 
onto Ae.m .. 

l J 
Since Ae.(= 1.) is an irreducible 

l l 

A-module, the kernel of the homomorphism is either (0) 

or Ae .• 
l 

Hence either Ae.m. is also irreducible, or else 
l J 

Ae.m. = 
l J 

0. By ( 33) we then find 111 is a sum (not necessarily 

direct) of irreducible submodules. 'l'his implies that M is 

completely reducible by the following reasoning~ Assurne 

that an A-module N is a sum (not necessarily direct) of 

irreducible submodules Hi 

JVl=H + ••• +]VI 
1 n (34) 

\Ve show that JVl is 

Ei ther JVll\ M2 = 0 

drop the term M2 
mer case consider 

we arrive at M = 

completely reducible. Consider M1() M2 • 

or M{!M2 = l\11 = M2 . In the latter case 

in (34) and consider M1nM3. In the for

(JV11 tf) l\I2)n M3' Continuing in this 'flay 

lVL CD • • • Q) M • • 
ll ls 

In the proof of theorem 6 some srurunand in (33) must be dif

ferent from zero, and that summand is isomorphic to Aei 

for some i. If M is assumed to be an irreducible module, 

then M = Ae .• Hence we have 
l 

Theorem 7 

If A is semi-simple, every irreducible A-module is iso

morphic to some minimal left ideal of A. 



• 

- 27 

This theorem says in other words, that all irre

ducible representations of A are contained in the left

regular reJ2resentatiq_:Q (mod1üe AA). Since the number of 

non-isomorphic left ideals is equal to the nwnber of 

simple components of A, we conclude that the number of 

ineguivalent ir:reduci ble A-modules is .equal ___ to the number 

of simple compqp_ents of A. 

If A is a semi-simple algubra over an algebraically closed 

field, the number of j_negui valent irreduci.. b:te A--modules is 

equal to the di1pension of the center of the alg_eb:ra_h 

In a simple algebra 0 , the minimal left ideals connxn 
sist of all matrices with a.rbitrary i th column and zeros 

elsewhere. To prove this we show that every element x f; 0 

0nxn = G Lk generates Lk. Thus 
k 

choose in x E L , x = ~ eik ai f 0 an j such that 
k i 

_L -l "-,. 0 
aj r- 0. 1'hen aj e .R-j T eik o:i = e -f.k' --\- = l, •. , n. 

Hence 0 x = Lk. Hence the dimension of the unique nxn 
irreducible 0 module is n. 

nxn 

Now let ni, i = l, ..• ,N be the dimensions of the ineQ_ui

valent irreducible A-modules for a semi-simple algebra A 

over an algebraically closed field 0. ~quations (31), (32) 
and the above remarks show that 

dim 2 
A = n-1 + 

(35) 
N = dim C (A) 

Exercise 

2 .An idempotent e = e f 0 is called prirni ti \.7"8 if i t cannot 

be expressed as a sum of t•:w orthogonal idempotents. Let 

A be a semisimple algebra. Show that an idempotent e E:A 

is prililitive if anc.\only if A e is a minimal left ideal. 
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8. Finite G~oups 

Let G be a finite group and 0 a field. vJe construct the 

group algebra 0 G. The underlying set consists of all 

formal sums 
~ o:g g 1 o:g E 0 
g E G 

(36) 

two such expressions being regarded as equal if and only 

if they have the same coefficients. We define operations 

on the formal sums by the rules 

' + L ß,g g 
0 

= ~ (cx + ß )g L g g 



• 

and 

( 2_. a g g) ( ?_ ßh h) == L a g 

g,hE G 

. ~ 
~Arhere Y r == L o" g ß g-1 r 

,g· E: G 
0 

'\. 
== LJ ~·r r 

r~G 

Finally, we define cx ( ) a g) == ) ( cxcx ) g , 
"'--' g "'----' g 

With these definitions, the set of all formal sums forms 

an algebra 0 G, called the group algebra of G over 0. 
The unit element of 0 G is identical with that of G and 

is obtained from (36) by setting cx(g) == 0 for all g ~ e, 

cx (e) = l , e = unit element of G. 'rhe formal sums g* = l.g, 

g e G, which have all but one c oefficient equal to zero, 

are linearly independent and form a basis of the algebra 

0 G over 0. The mapping g --> g* is a monomorphism of 

G into 0 G, and we shall d..dentify G Hith its image under 

this monomorphism. \tle can then view G as embedded in 0 G 

so that the elements of G form a 0 -basis of 0 G. 

Now let T be a representation of G with representation 

space M, where M is a vector space over the field 0. Then 

there is a unique way to extend T to a representation T* 

of 0 G with representation space N, namely 

Conversely, every representation of 0 G, upon restriction 

to G, yields a representation of G. ~,1oreover i t is clear 

that a subspace N C H is invariant under G if and only if 

it is invariant under 0 G. 

We always assume that 0 has characteristic 0. The charac

teristic of a skewfield 0 is defined as the order of the 
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multiplicative unit e in the additive abelian group ~' 
that is the smallest natural nwnber m such that m e = 0. 

VJe now show that 21_ G is semisil)'=E)..e. r:l'his follows from the 

above remarks, theorem 6 and the following 

'l'heorem 8 

Let p: G --7 G L(M) be a representation of a finite group 

G by linear transforrnations on a vector space r11 over ~. 

Then p is completely reducible • 

Proof; 
Let N ~ 0 be a G-subspace (subspace invariant under G) of 

M. vJe have to construct a G· ·subspace L of r11 such that 

M • N G) L. Because M is a vector space v:re can at least 

find a subspace N1 (not necessary invariant under G) such 

that r1 = N <±) N 1 • 

Let TI~ JVI --?> N be the map_ping given by m ;>- n, m = n + n 1
, 

m E M, n E N, n'e N1 • The projection TI has the characterizing 

properties 
(i) TI (m) = m, m E N (ii) n (M) C N (37) 

In fact, for a given l'i'-E Hom~(IJI, N) satisfying (i) c:md (ii) 

we have the decomposition 

Ivl = r'r-' (l'-'i) G) ( 1- t?-') (Ivi ) 

where (1- r~) (M) = t m -· fi(m) : m E lVI ~. 

It is easy to see that the subspace r;v (M) and ( 1- r}') O·'I) 
are G-subspaces of Tv1 if 

p(g) t;v = 'l p(g), g E G. (38) 

With the help of TI we now construct a projection satis

fying (38). This is done by an averacing device. Let N be 
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the number of elements of G and define 

(39) 

Then for all h ~ G we have, as a simple calculation shows 9 

p (h) 'I'"" p(h)-l = 7' and hence (38) holds. Now we note 

p(g) -II p(g)-l M C p(g) lT J.VI C N. Therefore by (39) ~(M) C... N, 

which shows that 'r E Hom0 (M,N). It remains to show that 

rr-' (n) = n for n E N. From Tl p(g)-l n = p ({;)-1n, 

g E G, n E N and (39) this follows immediately. This proves 

the theorem. 

We also prove the 

Theorem 9 

The dimension of the center of 0 G is equal to the number 

of conjugate classes of G. 

Let K1 , •.. , Ks denote the conjugate classes of G. For 

each i, define the element c. E 0 G 
J.. 

c. = 
J.. 

L g, 
g E K. 

J.. 

i = 1, ... ' s. 

The eloments c. belong to the center of 0 G since for all 
J.. 
-1 ,-

h E G h c. h = ~ h g h-l = c .• Moreover, the ele-
J.. J.. 

g E Ki 

ments [ c1 , ..• , es} are linearly independent over 0 since 

they are sums of non-overlapping sets of group elements. 

Finally, let x =~ a g belong to the center of 0 G. Then 
g ~ -1 .;::- -1 

for each h E. G we have x = L.. a g = h x h = L a h g h g g 

Comparing coefficients we obtain ag = ah-lg h for all g ~ G. 
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Thus a is a class function (constant on K.), and so x is 
g 1. 

a linear combination of the c .• This completes the proof 
l 

of theorem 9. 

As a corollary we obtain 

Theorem 10 

Let G be a finite group and rjJ an algebraically closed 

field ( vJi th characteristic 0) . 'l'hen the number of non

isomorphic irreducible rjJ G-modules is the same as the num

ber of conjugate classes of G. 

9. The Clifford algebra 

As an application of our results we discuss now the Clif

ford algebra which enters physics in many places. The 

Clifford algebra (( (n) is the free algebra over the set 

t ~ 1 , ··· , y n\modulo the relations 

{ d/'.' 0 v J = 2 g fV • :f!. ( 40) 

The following set of 2n elements ~ A forms a basis of <[ ( n) 

't A : 11. j ~/'" j " V_, 1 fA <. v)· 'v V v J.Ä.<.v<v- • ••• • v v O,r 0 " . I d"r 0 V (j V I / ) ) ()I ••• Q h • 

Theorem 11 

The Clifford algebra ([ ( n) is semi-simple. 

Proof: 
1fhe set of elements t ?( A ) - 't A : A = 1, . . . ~ flJ forms 

obviously a group, which generates (( (n), Since every re

presentation of this finite group is completely reducible, 

every <[ ( n) -module is completely reducible. By theorem 6 

this proves that ([ (n) is semi-simple. 
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Theorem 12 

The Clifford algebra CL(2n), n = 1, 2, ... is simple. 

Proof~ 

It is sufficient to show that the center is trivial. We 

sho11 a li ttle more. Let ~: E <L ( 2n) and 

then X = a • 11 • 
X~~~= ~ X, ;-

We Y>Tri te 
X = I aA ).( A (41) 

Novv we prove that for B :/:- 1 there exists a r E- [ 1~ 
such that 

'tr Xs ~~ ::: '6 6 (42) 

:F'or instance tlr2 ~1 =- (f 2' Xl ){1 Y2 ... ~2n ~1 = 

= - (( 1 ... i.( 2n. Now ~/'" X 'i!'-' = ( ~;-'-) 2 X = X becausv 

X ~~ = ((r X, hence from (41) for a fixed B :/:- 1 and j'
satisfying (42) 

This implies (X - 0 B -
~orollary we obtain 

Theorem 13 

= L a A ~ A = ~ cx A ~ A + aB ~ B 
A :/:- B 

= L ~- aA 2(A - aB 6'B . 
A :/:- B 

for B t- 1 and hence X = 0: • -1L • As 

the theorem of Pauli: 

a 

The Clifford algebra ([ ( 2n) has ( up to isomorphism) pre

cisely one irreducible representation. This representation 

is faithful and has dimension 2n. 
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As an application of this theorem we show that the ca

nonical anticommutation relations for a finite number 

of emission and absorption operators a a. 
i~ l 

* satisfying 

'\ a a * } = 6 · l. J. = l, • . . . N. have only one ir-
L i' j ij ' ' ' ' 

reducible representation. This follows from the fact that 

the 
'((i = a. + a.* 

l l 

a.* 
i = l, ... 

' 
N 

~-i = a. 
l l 

generate the Clifford algebra ([ ( 2N) • 

10. Irreduciblr:; Represr:;ntations of "th.e Symmetrie Group. 

In this paragraph we illustrate how the general theorems 

may be applied to construct the irreducible representations 

of the symmetric group. 

We begin with some elementary remarks 

is the group of all permut::1tions of the set 

about S . S n n 
X= {_1~ ... ~ n~. 

·vJ e can consider X as an s ~-set. n 

Definition: 

Definition~ 

Let x~y E X. x is 5 -·equiv::üent to y (x Ny) 
n 

provided tha t o-' x = y for some G"" E 

is indeed 2n equivalence relation. 

s . 
n 

fhe S ·~-eot~i valence classes of X are the orbi ts n :c 

of X relative toS . \Je call an orbit trivial 
n 

if it consists of a single element in X. 

Let [TI] denote the cyclic group generated by an element TI E. S 
( this is the set of elements l l, TI, TI2 , ~ Tig-l ~ where 

g is the smallest intecer suchthat Tig = 1). We call TI a 

cycle if X has only one non-trivial orbit relative to [TI]. 

n 
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Each cycle n acts transitively on its non-trivial orbit 

and we may assume without loss of generality that it 

cyclically permutes the elemtcmts. Hence it may be written 

as 

( g-1 ) '11 = y, '11 y, ••• ' '11 y 

(meaning that the first object of the list takes the place 

of the l:c t<t and each of the others replaces i ts 1 ft 

neighbour). 

Two cycles are called disjoint if their nontrivial orbits 

are disjoint. It is easy to see that disjoint cycles com

mute with each other. Using this fact we show 

Lemma 2~ 

Every permutation G-' ES , CJ' i- 1l , is expresEc:i ble as a pro
n 

duct of disjoint cycles. ':L'his expression is uniq_ue up to 

order of occurrence of the factors. 

Proof~ 

Let X1 , ... Xm be the disjoint orbits of [ ~]. Define for 

each i, 1 ~ i .~ m a cycle ni vlhich acts in the same way 

as ~ on X. and as the identi ty on the rest of X. (VJe must 
l 

agree to set '11. = 1 
l 

if X. consists of a single element, 
l 

and still refer to n. as a cycle.) We find at once that 
l 

rr' = n1 '11m' a product of clisjoint cycles. live remark 

here that n ;5 means "first g ; then n " To prove the 

uniq_ueness, suppose also that o-J = 7 1 ... t'f'Y is a product 

of disjoint cycles, and let X'. be the non-trivial orbit 
l 

of ~-. Then the X'. give the orbits of ~ hence they are 
l l 

just a rearrangement of the X .. Permuting the ((' . we may 
l l 

assume X' 1 = x1 , ... 1X'm = Xm' r= m. Then for each i, 
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1 ~ i ~ m, ~')-'. and TC. both act as o-' on X., and each is 
J. J. J. 

the identity on the comp1ement of X. in X. Hence ~- = TC. 
J. J. J. 

for each i. 

Now we determine the conjugate c1asses o~~n· If 

er= ( ,...,._/ _2 ~g-1x) X 9 V X, vX, . . . 9 lr 

is a cycle in S , i t is easy to show that, for any TC E S , n n 

TC o--'TC-1 = (TCx, TC( c--'x), TC( o--2x), •.• , TC( O"'g-lx)) 

is also a cyc1e in S of the same length as c-'. Now 1et n 
'I"" E: S be wri tten as a product of disjoint cyc1es 

n 
~ = c; ... c--'r where we put in "cycles 11 of length 1. 

Then 
-1 

TCo/TC = 

gives the analogaus decomposition of 
-1 TC 'I' TC • This establishes 

Lemma 3~ 

The cycle factorization of TC ~TC-1 is gotten from that 

of 7 by letting TC act on the digits in the cycle repre

sentation of l'j'-". 

A parti tion of n is an ordered set of integers l mi 3 sa

tisfying m1 + m2 + . . . + mr = n, m1 r m2 ~ ... "7; mr 7 0. 

Each 'I'"" E S n gi ves rise to a parti tion of n as follows ~ 

wri te r!' as a product of disjoint cycles v'i of lengths m1 , 

m2 , •.. mr' arranged in order of decreasing length. Then 

lemma 3 shows that each conjugate of r.--' yields the same 

parti tion of n as 'I does. Conversely, let '!'' = 0'-".i ••• d' 
r 
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yie1d the same partition of n as ~does. Then, for each i, 

Ci"' i and lJ 'i have the same 1ength, say 

x ) vJ. = (x' 1 ,x' 2 , 
mi 1 l 

x' ) 
' m. 

l 

For each i, define ~ on the 

~(x1) = x'1' •.. , ~(xm.) = 
l 

orbit of [ oJi] by 
x 1 • Then ~ E S , and ~ lJ' ~ - 1= ~r. 

m. n 
l 

Consequent1y, we have the 

Proposition 7 

There is a one-to-one correspondence between conjugate 

c1asses in b and partitions of n. n 

We construct now the irreducib1e representations of 

Let A be the group a1gebra of S ov2r the fie1d ([ • 
1"'\ 

~u shall detcrmino a illinimal 1oft ideal 

s. 
n 

of A cör--

responding to each partition in such a way that idea1s which 

correspond to different partitions are not isomorphic (as 

A-modu1es). By Proposition 7 and Theorem 10 we can then 

conc1ude that these ideals form a comp1ete set of non

isomorphic irreducible A-modules. 

Let S = + l if g is an even permutation, and S = - 1 g g 
if g is an odd permutation. Let us now start with a par-

tition L n1 , ..• , nk ~ of n, 

n1 + • . • + ~ = n, n1 ij n 2 ~ . . . "?- nk 7 0 • 

With it we associate a table consisting of n1 spaces in 

the first row, n 2 spaces in the second row, and so on. 

Ex. n = 11 , {_ 6 , 3 , l , l '} f--) I l I 

1--

'--
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A diagram is the array obtained by filling in the spaces 

of a table with the digits 1, ... , n. Starting with a 

diagram D, let R (D) denote the set of row permutati_sms, 

that is, the set of permutations p E Sn which permute 

the elements in each row of D, but do not move any digit 

from one row to another. ~hen R (D) is a subgroup of Sn 
Likewise define a colurnn permutation q_ to be any element 

of S which nermutes the elements of each colurnn of D 
ll -

without moving any digit from one colwun to another. Let 

C ( D) be the group of all colmrm permutations. Obviously 

R (D) 1\ C (D) = ( 1t). 

The following theorerü gi ves the main resul t. 

Theorem 14 

vJi th each parti tion \_ n1 , ... , nk ~ of n we have associated 

a table. Each table gives rise to a collection of diagrams. 

l<'or each diagram D, we obtain the group R( D) of rov1 per~· 

mutations and the group C(D) of column permutations. 

If we set 
e(D) = 

p E R(D) 
q E C(D) 

s p q 
Cl 

then A . e(D) is a minimal left ideal in the group algebra A 

and thus A " e(D) is an irreducible A ... module. Further, 

ideals coming from different diagrams with the sarne table 

are isomorphic, but ideals from diagrams with different 

tables are not. Hence the ideals t A . e ( D) 1 where D 

ranges over a full set of diagrams with distinct tables, 

gives a complete set of non-isomorphic irreducible A-modules. 
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In the proof of theorem 14 we shall need 

Proposition 8 

In the semi-simple algebra A, let 1 = Ae be a left ideal 

with generating idempotent e. Then L is minimal if and 

only if eAe is a skewfield. 

Proof: 

eAe is a non-zero subalgebra of A with unity e. Suppose 

that L = Ae is a minimal left ideal of A and let 11 be 

any non-zero left ideal of eAe. 'l'hen A 11 C AeAe C Ae c L 

and so A 11 is a left ideal of A contained in 1 which im

plies that AL1 = L. But since e is a two-sided unity for 

eAe 1 we have eAe = eL = eAL1 = eAe 11 C 11 • 'l'herefore 

11 = eAe, :proving that the only left ideals of eAe are 

itself and (o}. Dut an algebra A1 whose only left ideals 

are trivial is a skewfield. This can be seen as follows. 

Take a E A 1 , a ::/:. 0. Suppose that t.here doesn 1 t exist a 
I I 

b E A 1 -v-Ji th b a = 11. • rrhen Aa c A is a nontrivial left 

ideal, contrary to assumption. This proves that every 

a E A', a t 0 has an inverse and therefore A' is a skew

field. 

Conversely, suppose l1 is not minimal. S.'hen since every 

A~module is completely reduci ble 1 we may wri te 1 = 1 2 (!) 13' 

a direct sum of non-zero left ideals of A. This gives a 

decomposi tion e = e2 + e3; e 2 E 12 , e3 € 13. vle note that 

e 2 e = e2 e3 e = e3 since both e 2 and e3 lie in 1. On 
2 the other hand, e = e = ee2 + ee3 which shows that 

ee 2 = e 2 1 ee3 = e3 . Therefore e2 = ee 2 e , e3 = ee3 e, 

andE>Ae contains a pair of nonzero orthogonal elernents e 2 
and e3 and hence cannot be a ske-vvfield. 

This corn:pletes the proof of proposition 8. 
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Proof of theorem 14~ 

For any diagram D and any g ES 9 define gD tobe the 
n 

diagram obtained from D by app1ying g to the digits in D. 

Thus if a is in position (i?j) of D, then ga is in po

sition (i,j) of gD. 

Lemma 4 

Let D' = gD, and let h E S . If 'rJe regard hD as obtained 
n 

from D by moving entries from one position to another, 
-1 this same set of moves will change D' into ghg D' 0 In 

other words, if the (i 1 j) entry of Dis the (i' ,j') entry 

of hD, then the (i,j) entry of D' is the (i' ,j') entry of 
-·1 ghg D' o 

Proof~ 

If symbol a at position (i,j) in D occurs at position (i' ,j') 
in hD, the symbol ß which is in position (i' ,j') of D must 

satisfy h(ß) = a. The element at position (i,j) in D' is 

of course g(a); that in position (i' ,j') of D' is g(ß). 

The e1ement in (i' ,j') position in ghg-1D1 is therefore 

-1 ghg g( ß) = g( Q) 

so that, in going from D' to ghg-lD' the symbol g(a) in 

position (i,j) has moved to position (i' ,j'). 

Coro11ary. F'or g ES , vre have R(gD) = gR(D)g-1 , C(gD) = n 
gC(D)g-1 , e(gD) = ge(D)g-1 
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Proof~ 

If p ~ R(D), then p 1eaves each entry of D in its rowo 
-1 By the 1ernn.m, i t then fo11ows that gpg 1eaves each entry 

of gD in its rowo This argument shows that p E R(D) if 

and on1y if gpg - 1 E R( gD) . The same ho1ds for co1umn per

mutations, and the coro1lary fo1lows at once. 

We use the above corollary to show that if D and D' are 

diagrams ~vith 'ehe s:::v1e table, thcn A·e(D) ~ A•e(D'). For, ,., 

there exüots an element s; E S n such th::d D 1 = gD, ljJhence 

A•e(D') = Age(D)g-1 = A"e(D)g-l since A·e = Ao But then 

e ~ A-e(D) ~ A·e(D') defined by e(x) = xg-1 is easily 

seen to be an isomcrphism of the 1eft A-module A·e(D) 

onto A•e(D') o 

Lemma 5 

An element g E S is expressible in the form g = pq, n 
p E R( D) 9 q €: C ( D) , if and only if no two colline~.1r sym--

bols of D are co--collli.rill.ar in gD 0 

Proof; 

Assrune g = pq, and let a, ß be colli:ne2,r symbols of Do 

Then a, ß are also collinea"r in plJ. However, gD = ( pqp - 1 ) pD, 
-1 . and pqp lS a column permutation for pD, so that a and ß 

must lie in different columns of (pqp-1 ) pDo 

Conver:cwly, sup~c·ose no two collinear symbo1s of D 

are co-collJ.mnar in gD. '.Chen c;,ny t1w symbols which are co

colmrnar in gD can11ot be collinear in D 0 In pa.rticular, all 

the symbo1s in the fir2t column of gD lie in different rows 

of D, and so there exists a row permutation p1 E H(D) which 



• 

• 

- 42 -

carries a11 these symbo1s into the first co1umn of p1D. 

Repeat this procedure successive1y with the remaining 

co1umns of gD, thereby eventual1y obtaining a row per

mutation p E R(D) such that for each i, the i th co1umns 

of gD and pD consist of the same symbo1s (different1y 

arranged, however)o But then gD = q 1 .pD for some q 1 t C(pD), 

and so q' = pqp-1 for some q E.. C(D). Hence gD = (pqp-1 )pD = 
pqD, whence g = pq with p c R(D) and q e C(D). This com

p1etes the proof . 

We have defined e(D) to be 

e(D) = L>·q p q 0 

p E R(D) 
q e C(D) 

Remark that as p ranges over a11 e1ements of R(D) and q 

over C(D), the products pq thus obtained are a11 distinct, 
. . -1 -1 ( ) ( ) since p1 q1 = p2q2 1mpl1es p 2 p1 = q2q1 c C D !\ R D , 

and therefore p21p1 = q2q~1 = (1). This shows that e(D) is 

a sum of certain group elements or their negatives, and 

so e(D) f- 0 in A. :F'or p1 E H(D) and q1 E. C(D) 9 we have at 

once 

p1e(D) = L sq plpq = e(D) 
' 

(43) 

e(D)q = 2_[ pqq1 =f e(D) (44) 
1 q ql 

~~e now order the partitions lexicographically, that is, 

if we have two partitions n = n1+ ••• + nk = n~ + o .• + n~ 

n1 "? • • • ~ nk / 0 'n~ "?-· 

nk } / { n~ , o o o , n~ 1 
n.-n~ is positive. 

l l 

t 0 . t \ 
0 0 • :-?; nh / , we •tJTl e t n1 , ... , 

if the first non-zero difference 
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Lemma 6 

Let D be any diagram associa ted 1-ri th the parti tion 1_ n1 o •• , nk ~ , 

and D1 with ( n:i_ , 0. 0 9 n:h -1, and supl1ose Ln1 , ... 7 nk ~ / 

{ n:i_ 7 ••• , nh } . Tßen e ( D 1 ) • e ( D) = 0 . 

Proof~ 

We shovl first that there exist two symbols collinear in D 

and co--colwnnar in D' • Othervrise, the n1 entries in the 

first row of D rmst occur in different colunms of D'; since 

D' has n]_ colUJY\ns, this E::hows that n1 ~ n:i_ 9 Emd so n1 = n:i_. 

Now ap_rJly a colura1 permuta tion on D' to obtain a nev-1 di2gram 

D 1 1 9 also associL,ted v-Ti th the parti tion t n]_, ... 9 n:h ~ but 

vThich has the saE1e first row as D. \i e then repeat the argu

ment with the elements of D and D1 1 not in the first row, 

getting n 2 = n~ 9 ••• , which is impossible. 

Vle have thus shown the existence of symbols a, ß col

linear in D and co--colLL.'Tillar in D 1 • Set t = (aß) E Sn. Then 

t E R ( D) , t E C ( D ' ) 9 and 

e(D') · e(D) = e(D')t · te(D) =- e(D') · e(D) 

by formulas (43) and (44). 'l'herefore e(::J' )e(D) = O, and 

J.1emma 6 is proved. 

He note that, for p E E(D), q E C(D), ~E { , we have 

p 0 'Q'" e ( D) • q = Sq • '( e ( D ) • 

We now prove, conversely, that the above property charac

terizes the scalar multiples of e(D). 

Lemma 7 

Let x E A besuchthat pxq = S x for all p E R(D), q E C(D). 
q 

Then there exists t E C[ such that x = ~ e(D). 
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Proof~ 

Let x = L cx. g, the sum extending over a11 g E Sn, where 
g 

each a. E <L • Then 
g 

= E -1 -1 x qp xq - .;: 2 l cx. ( -1 -1) 
- <..- q g p gq 

g 

for each p E R(D), q E C(D). Thus 

cx. = f a , p EE(D), q EC(D). g q :pgq 

=t 
q L 

h 
cx. h 

phq 

(45) 

Setting g = (jj_), we obtain cx.pq = E,qa(jl) y p E- R(D), q E: C(D) . 

To complete the proof of the lellli'Ila, vre need only show that 

cx. = 0 whenever gisnot of the form pq for p E H(D)~ q E C(D). 
g 

Suppose that g is not of this form; by Lemma 5, there must then 

exist symbols cx., ß collinear in D and co-columnar in gD. Let 

t = (cx.ß)E S ; then t E R(D), t E C(gD), and so t = gqg-l n 
for some q E C(D). Then q is also a transposition, and we 

have from (45) Ge = a -1 = E. -l·cx. =-cx. since tgq-1= g. 
ß tgq q g g 

Therefore cx. = 0, which proves the lemma. 
g 

Now we have for p E R(D) anä q E C(D), 

2 
p o e(D) • q = pe(D) 0 e(D)q = c e(D) 2 

q 

[using (44) and (45)]. By the :preceding lemma, we then have 

e(D) 2 = ~e(D) where if is the coefficient of 1L in e(D) 2 , 

and hence is an integer. vv e shall show that ~ f: 0. Let 

TE Hom~(A,A) be defined by T(x) = x " e(D), x E A, and 

let us consider the matrix descri:ption of T obtained by 

using the ~ -basis of A consisting of the 

(1L)' g2 , · · ·, g , of 5 . 'lihen if e(D) = n. n 
cx.1 E CI , we have g1 ° e(D) = cx.1g1 + •.• 

g2 · e(D) = * + cx.lg2 + 

elements g1 = 
cx.l gl + . . • j 

so that the trace of the matrix describing T is a1n! . 
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Furthermore a1 = 1, since (~) occurs with coefficient 1 

in e(D). 

On the other hand, let us calculate the trace using 

a different CL -basis of A. irJe must get the same resul t, 

since the trace is independent of the basis used. Let 

{ v1 , ... ? vn! -~ be a <1-basis of A such that { v1 , ... , vf3 

is a ~ -basis of A " e(D). Here, f = dim A · e(D) 7 1 since 

e(D) is a non-zero element of A ' e(D). Further, x · e(D)= 'J x 

for x E A · e(D), and so 

V " e(D) = 1 
v 2 · e(D) = 

vf · e(D) = '(fvf 

vf+l. e(D) = * + ... + * + 0 

V 1 • e(D) = * + ... + * + 0, n. 

since y· e(D) E A o e(D) for y = vf 1 , •.. , v , . The trace 
+ n. 

is thus C( f, so we have 'i f = n ! , whence ({ f:. 0. 

We may now show that each ideal A · e(D) is minimal. 
-1 ( ) 2 Let u = ~ e D , so that u = u f:. o. Then u is idempotent, 

and 

Au = A · e ( D), uAu = e(D)Ae(D). 

In order to show that Au is a minimal left ideal of A, it 

suffices [by Proposition8] to prove that uAu is a skewfield. 

Let x E uAu; then x = e(D)y e(D) for some y E A, and so 

pxq = pe(D) 0 y 0 e(D)q = e(D) y e(D) sq = Eqx for all 

p E R(D), q E C(D). By Lemma 7, x must therefore be a scalar 

multiple of e ( D). Thus uAu = ([ u '";;( u , which shows in fact 

that uAu is a field. 
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dif-Perent; 
Finally, let D, D' be diagrams withftables, and 

let Au, Au' be the minimal left ideals associated with 

them. We shall show that Au and Au' are not isomorphic. 

Assurne <p ~ Au / Au' to be an A-isomorphism. 

Then cp (a u) = a w ( u) for _; every ae A and hence also for 

a E Au. But a u = a when a E .Au, so v,Je have cp (a) = a :? ( u) ' 
a E. Au. Setting a' = cp ( u) E Au' 9 we have Au' = Au o a' . 

H~nce u = bu'a' for some b E A, so that u = u2 = bu'a'u. 

We shall show that u'a'u = 0, which will give the desired 

contradiction. It suffices to prove that u'e u = 0 for 
S -1 -1 all g E n. However, u' g u = u' g u g g, and u' g u g = 0 

-1 by Lemma 6 since u' and g u g come from D' and gD, res-

pectively. 

This completes the proof of Theorem 14 • 
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CHAPTEH II 

1. Trace Form of a Semi-Simple Algebra 

Let a be any elt~ment of an algebra A over a field 0, l_i_'he 

left multiplication of A1 L 1 which is determined by a is 
a 

defined by L : x .-::, ax, x E. A 0 Clearly L is a linear ope-
a a 

rator in A and a ~ L is a representation ( left regular rea 
p~esentation) of A. We prove now the 

Theorem l 

If A is a semi-simple algebra, then the trace form 

f ( x 1 y ) = Tr ( L 1 ) ( l) 
X y 

is a non-degenerate bilinear form which is syrnmetric~ 

f (x, y) = f (y, x) (2) 

and associative: 

f (xy, ~) = f (x, yz) (3) 

Proof~ 

The form f is obviously bilinear and syrmo.etric. From 

L L = L L xy z x yz 

i t follo~rs that f is associati ve. It remains to be shown 

that f is non-degenerate. 

and consider B .J. = [ Y : 

Let B be a two-sided ideal in A 

f(x,y) = 0 for all x E.. B } 

For x E B, 

since xaE B 

...L 
yE.B 

. Also 

and any a 

f(x,ya) = 

E A, f (x, ay) = f(xa,y) = 0 

f(ya,x) = f(y,ax) = 0 since 

axEB Hence 
l ~ 

B is an ideal. Now assume that A ~ 0. 

Since A is semi-simole A ...L is a direct summand A = A...!.. (±) A' 

where A' is a two-sided ideal. We write ...L 
l = e + e' , e E A 

e' E A'. 

Tr L ~ 0 e 

From e2 = e f 0 we obtain 0 = 
[L is a projection operator 

e 

f(e,e) = Tr (L2 ) = 
..L e 

on A ] • From 
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J... 
this contradiction we conclude A - 0 and hence that f 

is non-degenerate. Theorem 1 shows that a semi-simple 

algebra is a symmetric alge1)ra in the sense of the follovring 

Definition 1 

A (finite-dimensional) algebra A over a field 0 is called 

a §.Y_mmetric_ algebra if A admi ts a non-degensrate bilinear 

form f ; A x A ~ 0 which is symmetric and associative. 

In this chapter ws denote by A a symmetric algebra over a 

field 0, M a left A-module, and C = HomA (rJI; M). ~Je shall 

show a reciprocity between certain right ideals of A and 

the C-submodules of M. These results hold in particular if 

A = 0 G is the group algebr8. of a finite group, In the 

next chapter we shall apply these results to construct the 

irreducible tensor representations of the full linear group 

and certain of its subgroups. We follow very closely the 

treatment in C. Curtis and I, Rej_ner? Representa tion Theory 

of Finite Groups and Associative Algebrast page 440. 

form f. 

to f~ 

Let now 

Let 1a. \ 
,_ l 

A be a symmetric algebra with associative 

and [ b j ~ be dual basr:;s of A wi th respect 

f(a.,b.) 
l J 

- d .. 
1J 

Because of the symmet::ry of f, we have the following two sets 

of relations 

and 

a. 
l 

b. 
l 

a = ~ A. .. ( a) a.< > lJ J 
j 

a -- )'r., (a) b. <.:.:;;. a 
L.___. lJ J 

j 

a b. 

a. 
l 

l 
= L /\. .. (a) b. 

Jl J 
j 

(4) 

> J-t: .. 
L_. Jl 

( a) a. 
J 

j 

As an illustration, wc prove the first of these two relations. 

Assurne that a 1 a = L .Ai.-: ( a) aj and expand a b1 = L Jji b j. 

j j 
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Then ~ .. -- f (a., ab.)=- f (a. a, b.) 
JJ. ;]' l J l 

= A .. (a). 
Jl 

Now let IVI be a left A--modu1e 1 an.d let lVP· -· Homy) (M,0) be 

the 0-dual of M. By the definition 

(~ a) (x) 1-j- ( ) 'l I ,- 'V"' - a v ~ ·- '1~ 
- -'-'- ~ • '-· ..1.. ' X E. lVl, a E A 

M* becomes a right k-module. vv e define a rmpping rr-~ 

JVI x l\1* --r J.i ·by the :rule 

'" rr (x, "f) = L bi '1t(ai x) 

i 

( 5) 

( 6) 

The ma1Jping '1-' j_s o tviousl;v 1Jiaddi tj_ve, Using ( 4) V>le further

more show that ~ is A-bilinear in the sense that 

<!'"' ( a :x -- b y, ""L!-) = a '!'-' ( z? 1") + b '!"' ( y, "-\- ) 

and (7) 

7 (x. cp a + 1fb) = ·('- (x, cp) a + if'(x, 'Lf-) b 

Consider for instance 

rj'-· (a x + b y, ü) = ') b. '1.{- (a. (a x + b y) ) 
! L.-]_ l 

i 
-<:;._-

= L b. ( 'LHa. ax) + 'l..L( a. bv) 
l ]_ I l V 

i 

"' "''-'t ( e:\ ax) 
~ 

"l{,_(aiby) - / b. __ 1 •• l b. 
-<---- ]_ ~·---~ l 

i i 

The first term after the last equality sig11 is, using (4) 

) b. -t(a.ax) = ~- b. -if() A_ . . (::;) a.x) 
[__ l l L. l -- l J J 
i 

,-::--··· 
= ) 

L-
ij 

i j 

b. ~- . ( a) '+ ( a . x) = 
l lJ J 

J 

In the same way one treats the second term, proving the first 

equation in (7). Si~~.larly one verifies the second relation 

in ( 7). 
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The function ~ is non~degenerate" Suppose for example 

that '1'-"(x, ''t) = 0 for all x e JVI; since the l bi ~ are li

nearly independent, we then have '1f (aix) = 0, and since 1'1 

is a linear combination of the t ai ~ we have 'It-(JVI) = 0 

and Lt- = 0 • Similarly (\'--' ( x, -zt.) = 0 for all '1.\- implies 

x = 0. Because of the A-bilinearity of the form <\'-' the 
' 

set 
n 

r( ( ,_ LL ) 
_.·~. ' I . 

l l 
x. E M , t}. E JVI*, n fini tel ( 8) 

l l :J 
i=l 

is a two-sided ideal in A called the nucleus of JVI • 

From now on v-re assume that A is semi-simple ( one could keep 

the discussion more general). In this case the nucleus ~ 

contains an idempotent e_ such that 8 E. = E. a = 1.:. for all 

a E AJVI. T1·is follows from the fact that A = AIVI @ A' for 

some two-sided ideal A 1 
0 If we put :11 = E. + t..' , f.. E AM , 

E. 1 ~ A 1 , then AM = E A = A f._ and E is a central idem-

potent. The element E can be expressed in the form 

E. 

For all ""4- E: lVI* •l'le have '}- ( S x-x, -~+) = E. "'' ( x, +)- 'I ( x, lf) = 0 • 

Hence [x = X (I!'-' is non-degenerate). 8imilarly 1.J-- s= ·zr for all 

1.\- E r-1*. 

Let C = HomA (IVI,M) o Our object is to study the :properties 

of JVI as a C-module. vJe first show that the A-rnodule lVI has 

the "double centralizer" property. 

Theorem 2 

Let ·'t E Horne (JVi ,IvJ:) • Then there exists an element a E ~ 

such that a x = '1, x for all x E: M . 
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For each pair ( '+, x) E lVl* x JVI we construct the endo

morphism 1f- o x of Ivi by the rule 

( '4- 0 x) m = 't-(m,-4-) x, m E JVl. 

vJ e show that -'+ o x E. C . For a 'i. A 

(10) 

( + o x) (a m) = 'i"'(a m,1+) x = a( if-"(m, -y-) x) = a( ('lf- o x)m). 

The gi ven 'Q' E Hom0 (JVI ,JVl) must commute wi th all the endo

morphisms "1+ a x , and we have for all m c Ivi, ( Y- 0 x) ( ~ m) = 

'({ ( ( "4- o x) m) or, inserting the defini tion ( 10) 

~( 6 m, '4- ) X = 0 ( '!"" ( m ' 1.\-- ) x) (11) 

for all m, XE rJI and "lf-EN*. Now let a = ~ 0 0 ' ( ~ xi' 't i) E ~I 

Using (11), \'18 obtain for <:ül mEM a m =2:. <,"'( "!(x~,Lt-~) m 
l l 

'6 (Sm) = >:;' m ' This proves the theorem. 
D 

vie establish no-vr a c onnection bet1rreen right ideals in AJVI and 

C-submodules of M. F·or each right ideal I C Aivi , I M is a 

C-submodule of TVJ:. If N C I1 , then 

'I ( N, M*) = t ~ tY ( ni , '+ i) ~ ni E. N , 1t i E M*] ( 12) 

= 

is a right ideal of A in AIVl' because of the bilinearity of t'j-J • 

In particular rr' (N, M*) = Ar·· Let now N be a C-submodule 
Vl 

of M. ~Che maprings I ---7 IM and N----7 ~(N, M*) have the fol-

lowing properties 

I~ '1-'(I M, JVI*) and N _:::3 rt(N, lVl*) M (13) 

the first since '!""" (I IJI, IVI*) = I !(' (lvr, H*) C I and the 

second because for all n E. N, ·?f- E H* , x E. lVI 

o/ (n, 'LI-) x = ( Lf- o x) n and N is a C~submodule of JVI. 

We are interested in the case when these inclusions can be 

replaced by equali ty. \Je shall call an A-direct swnmand of 

the A-module l\T an A-component. First we proof 
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Lemma 1~ 

Let N be a C-component of M. Then there exists an idempotent 

e E AJVI such tha t rz' ( N, M*) = e A and 7 ( N 1 r-1*) JVI = N. 

Proof~ 

Let n be a projection of ~T onto N. From n E Hom0 (rJI,M) and 

the proof of Theorem 2 n x = " <'I( n x?, 1f ~) x = e x 1 x E I1 L 1 1 

where e = "'- lj- (n x?, ~+?) E:. I('(N,~1*). If a = ~-f\'(n., '1..\-.) 
L 1 1 L l 1 

is an arbi trary element of fJ ( N ,r![*) then 

e a = I._ 'I ( e n. , Lf-.) = a since e n. = n n. = n. for all 
l l 12 l l 

n. E- N . 1'herefore, 'j'-'(N,M*) = e A and e = e. Now let x E:_N; 
l 

then x = e x E. rt-'(N ,M*) lVJ. In view of (13), this implies 

N = lf-' ( N ,M*) rJI, and the Lemma is proved. 

Lemma 2: 

Let I = eA where e 2 = e E ~· Then IM = eM is a C-component 

of M, and fjV(IM, M*) == I. 

Proof~ 

\'Je have IM = eAM = eM and M == eM (±) ( 1-e )M, where eM and 

(1-e)M are C-submodules of M, thus proving the first statement. 

For the second, let a EI; then 

a = a t. = 2: fl"' ( a x~ 1 ~ ~) E '7 (I M, M*) • 

This result combined with (13) proves the second statement, 

and the Lemma is established. 

Because A is assumed to be semi-simple, the two-sided 

ideal ~ is semi-simple and hence is a completely reducible 

right Arvemodule. We show now that JV1 is a completely reducible 

C-module. 
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Let A be a semi-simple algebra and J'vi a left A-module. Let 

C = HomA (M,JVI). 'l'hen r-1 is a completely reducible C-module. 

If e is a primitive idempotent in AT'I then el\1 is an irreducible 

C-submodule of TJI, 

Proof~ 

We prove first the second statement. Suppose that N is a 

non-zero c.submodule of eM. Then from Lemma 2 we obtain 

e A = ~(eM,M*) ·~ <'J(N,I-1*) and since eA = eAM isaminimal 

ideal in A"V' c:md II'(N,H*) :/: 0 \fTe have eA = ij'(N,~·1*) , Then 
11 

by ( 13) ry (N ,N*) TJI = e JV1 C N , and we have shown that eM 

is an irreducible C~module. Because ~1[ is a completely re

ducible right Aiv'[-module 9 we have AJ.Vl = L eAM' where the 

{ e~1 } are minimal right ideals. It follmvs that ( t. E ~ 
is the uni t operator in IJf) M = ~ M = 2_, e M where the 

{ eM ~ are irreducible C~-modules. This proves that M is a 

completely reducible C-module. 

Now we come to the main theorem of this chapter. 

Theorem 3 

Let A be a semi-simple algebra and M a left A-module. Let 

C = HomA (M,Iv'[). Then I---) ITJI is a one-to-one mapping of the 

set of all right ideals of AM onto the set of all C-sub

modules of Tvi. Hvery C---submodule has the form eM "\"lhere e is 

an idempotent in AN. The C~module eM is irreduci ble if and 

only ife is a primitive idempotent in AJVI" Two right ideals 

Ii = ei A, i = 1, 2, generated by idempotents belanging 

to AM' are A"·isomorphic if and only if the C-modules eiM' 

i = 1, 2, are C-isomorphic. 
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Proof~ 

From the Lemmas (1), (2) and (3), we know that the mappings 

I = e A --7 I M = e M and N ------7 <"I (N ,JVl*) are one-to-one 

and inverses of each other. From Lemma 3 we know that eM is 

irreducible if and only if e is primitive (the "only if" 

part is trivial). It remains to prove the last statement of 

the theorem. Let 8 ~ e1A-7e 0 A be an A-isomorphism, and 
-1 L 

let 8 (e1 ) = a 9 8 (e2 ) = b. Then 8 (e1 c) = 8 (e1 ) c = 
e (e1 )e1c = a e1c , c E A and e-1 (e 2d) = e-1 (e2 )d = b e 2d, 

d E A. Therefore e2A = a e1A, e1A = b e2A. Moreover, 

bac = c for all c E e1A, and abd = d for all d E e2A. To 

prove the last statement, consider c = e1c E e1A and 

8-lo 8 (c) = c = 8~1 (a e.l?) = e-l (e2a c) = b a c • Now 

~e define mappings 8 ~d t between e1M and e2M by the rules 

~ (e1 x)__, = a e1x and '[ (e 2y) = b e2y . It ~s ~ear that 

8 and '"e are C-homomorphisms. .b'urthermore "( o 8 ( e1x) = 
(_ r- ,.._, (. ......., ~ 

b a elx = elx and hence t· e :::.1; similarly e 01 = 1. 

This proves that e1Iv'l and ei'l are C-~isomorphic" 

Conversely, suppose we have a C--·isomorphism L ~ e1JVI ~ e 2M • 

Define ( ~ ~ '!'-' ( xi, <-f-1_) ~ 2._ 'i"' ( L xi, 'f-i) for xi E e1l\T, 

l.f-i E Iv'l*. VJe know that ~(e1TIT, M*) = e1A, l'/(e2M,l\1*) = e 2A 

(see the proof of Lewma 3) and z maps e1A onto e 2A. We prove 

next that ( is well defined. For this it is sufficient to 

shovJ" that ~'I (x., ?.f-.) = 0 implies L fl" ( 1-J x., 2f-.) = 0 
l l c l l 

If 2_ lf (xi, lf-i) = 0 for xi E e1M, L.fi E l\1*, then 

0 = L_7(xi,-t1) 1'1 = 2_ ("4-i Q 1':1) xi and since z is a 

C-isomorphism (remember that 2t P x is in C) 

0 = 2_ rz ( q. i o IVl) xi = 2_ '1 ( Z xi , '7t i) l.\1 • ( 14) 

Since E = 2_ rr-- (x~, '1f- ~) is a right identi ty element in ArJJ:' 

we have by (14) 

= 0 by ( l:j.) 
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and ~'re have proved that ( is well defined. A similar argu

ment shows that 

e ~ ~ {jV(x.,'f:.) ~"'I( i?-1x.,?+-.) L l l L c. l l 

for X.~ e2 M, Lt. E l\1* 
' 

is a well defined mapping of l l -rr-- ( e Tif JVI 7(- ) onto tf-' ( e1l\1, T·II*) such that 7_ o e = l 
' 2 ' 

e 0 z == l . 
Moreover, i t is clear that the mappings e and ( are right 

A-homomorphisms between the right ideals ~(e2M, M*) and 

'!"' (e1J'I1, M*) . It follovJS that 'i'-'(e 2M, l\1*) ~ 'l(e1l\1,M*) as 

right A-modules. This completes the proof of Theorem 3 . 

In applications of our result it may be easy to 

find pri~" ;_ ti ve idempotents in A but difficul t to tell whether 

they belang to the ideal AM. Because of this problem, the 

following result will be useful. 

Corollar;z 

Let A and M satisfy the hypothesis of Theorem 3. Let e be 

any primitive idempotent in A. Then either eM = 0 or eM is 

an irreducible C-submodule of JVJ. 

Proof; 

We know that there is an idempotent E. E~ suchthat 

E. a = a ~ = a for all a E ~JI' and c m = m for all m E M. 

Let B = t b E: A ~ b M = 0 -~ . 

Then, s inc e t_ = L_ '\'-' ( x~ , 1.{-~ ) , b E: B n AJ.VI 

= --..;· !f' ( bx? , 'lf?) = 0 . For all a E A, a E 
.::::::...... l l 

implies b = b E 

E...aE.Bf\~ 

and it follows that E is a central idempotent in A. If e is 

any primitive idempotent in A, e = e E. + e (l - E.) where 

e E. and e (l -- S) are orthogonal. Since e is a primitive 

idempotent, ei ther e E... = e and e E A~c so that by Theorem 3, 
111 

eM is an irreduc · 'Jle C-module, or e ( l - E:_ ) = e and elJI = 0. 

This completes the proof of the Corollary. 

= 



• 

• 

- 56 -

APPENDIX TO CEAI"l'ER II 
------------...--~___,, ___ ,_,_--...,_~ 

In the following Lprendix we ctdd a few remarks 

which make the results of Chapter II a bit nore explicit. 

vJe consicler the si tuation of Chapter II 9 namely a semi-simple 

algebra A, a left A-module M and the centralizer C. M can 

be considered as an (A,C)-module. 

Now let B be a tHo-sided sir,lJle ideal in the nucleus .1.1 and ~ 11 
let N13 = BJYI. Clearly JY113 is invariant und er C. Since AB C. B, 

IVIB is also j_nvariant under A. This means that lVIB is an 

(A,C)-submodule. vJe no~,- show that [~ is an irreducible (A,C)

submodule. Assmne that N is an (A,C)-submodule of Ivi13 • Since 

lde have a docomposj_tion A = B G) B' vrhere B' is a two 

sided ideal, we obtain (since B B' = 0) N =AN= BN. Let 

B = G:) e. A be t!.1e decomposi tion of B into minimal right 
l 

ideals. Then N = .2_ e. N • 
l 

Since N is by as:,umption ~ 0, 

there exists an i with e.N ~ 
l 

0 and hence x E: N wi th e.x ~ 0. 
l 

Now C e.x = e.Cx is a 
l l 

irreducible, we have 

two-sided ideal in B, 

C-·submodule of e .JYI, and 
l 

since e.N is 
l 

N :::.> e. ~.J:. Then, hov·Jever; ( A 
l 

e.A is a 
l 

hence equal to B) 

N =AN :::) A e.JYI = A e.AlVI == BIVl = l\tL. This proves our statement. 
l ]_ -.1:3 

We can decompose M into irreducible C-submodules by 
B 

I{~ = G) ei l'L 

On the other hand vJe can decompose MB into irreducible A

rnodules 

Euch M. is isomorphic to a minimal left-ideal 
l 

of ilo We now 

show, that l\1. is isomorphic to a minimal left ideal in B. 
l 

Otherwise (see Schur's Lemma) for every minimal left ideal L 

in B, the homomorphism of L i:nto N. e --7 tx , -tEL, x E l\ti. , 
l l 
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where x is fixed but 2.rbitrary, would be the zero map. This 

would imTÜY BM. = 0. On the other hand JVl. = AJ!l. = BI'1. = 0. 
- l l l l 

This contradiction j)~c oves our claim, 

For later n.p)lic,= tions, vve '!1ake this result more 

explicit. To do this we consider the following situation. 

Let M be a vector cpace over an algebraically closed fie1d ~. 

Let L be a set of linear transfor~n~·tions of TJI o .v e can con~-

sider r1 as a L -modu1e. \iJe C:iSSllme that 1fl is a completely 

reduci ble L --module. Next we consider the centralizer 

C = Hom 2'::. (TJl ,M) and study this centralizer. ~'he following 

considerationE; are independent of our previous resul ts. Let 

fl = (±) TJ[. be the decomj)OSi tion of IVl into irreducible 
J 

~ -modu1es. Thif3 decomposi tion defines in the usua1 way 

nroJ·ections TI. of ~ onto M .• The TI. 
~ J J J 
mor.t)hisms and 2.:_ TI . = 1 o _For a 

J 

are L ~modu12 homo~ 
'6 E C vle put 

'6 = l 0 "t 0 1 = 2' ){ ij (15) 

1dhere 'i ij = Tii o 0 o Tij . The ({ ij are L. ·"homomorphi.sm of 

r:T onto l\1. • If 1( E C vo.ries over C the ~ . . vary over al1 
"j l lJ 

of Horn .._. (JVT. ,H. ) since eC:.tch sum ( 15) wi th arbi trary 
~ J l 

(( ij E 

( 15) is 

Horn (M. ,Ivr. ) is an elcment of C. The decom-oosi tion 
~ J l ~ 

unicue~ I,1u1tinlication of (15) vüth TI. from the left 
" 1: l 

and -vvi th TI j from the right ci ves necessarily (( ij = Tii o t o TI j. 

For a nroduct of t'!lro c; and ~' the t; ij multiply 1ike matrices 

= 2_ ( ) V y' 
L_ oh · a .k) 

h,k j J J 

Now we collect the M. into isomornhic sets 
l 

(M l' ... , T'I ) , etc. Obviously '6 . . = 0 

( I I1 , • • • , IVIn ) , 

if n. is not 
n1+ n 2 lJ l 

isomorphic to M .. For isomorphic 
J -

morphism. These remarks show that 

TJI . and T1 . , '?f . . i s 
l J lJ i has block form 

an iso-
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Now we consider one block (M1 , 

isomorphic bases in the M .• 
l 

Cl c 0' . :,Je introduce 

(16) 

The second part of Schur's Lemma ili~lies that in those bases 

~ ij = ll ij il .\ .. E 0 . lJ 

If live restriet 0' to IT (f) ... (f) N vH3 have "1 n1 

~ ukl;. = 2_ 'b'i.ukt = L_ /.... ij ökj U.= ~ 'A_ 'k ui~ 
ij ~ 

l( l 

ij i 

This shows tb.at t;he co1umns u1 e ... une in (16) transform 

in the same way ( independent of -12 ) • 'I'o swnmarize, we have 

estab1ished that the rows in (16) transform irreducib1y and 

in the same way under ~ and that the co1umns transform 

irreducib1y and in the same way under C ( irreducib1y since 

every transformation •t:hich trc:msforms the co1umns in the same 

way he1ongs to C). \"Je also see that the centra1izer Cis a 

direct sum of fu11 matrix a1gebras. 
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These resul ts can be z:-t:r-rüied to the rnodu1es M.13 introdu.ced 

at the beginning of this Appendix. 'l'hey imply t:_lat 1:-re can 

introduce a basis of the type (16) in H13 such that the rows 

transform in the same vmy under A and the co1umns transform 

in the same way under C (alwayr.::; irreducibly). Note also that 

in r1113 we have collected all isomorphic irreducib1e A-modules 

and al1 isornorphic irreducib1e C-modules of M. All this is 

in pa.rticular true for I, == ~ S f and Ivi = V ® f. 

A further applicc:.tion of the above resu1t::::: is the fo1lo•tTing 

one. Let M be an irreducib1e module for the direct product 

G1 x G2 of the groups c1 and G2 and assume that rfl is com

pletely rcducib1e vith respect to the group G1 (w~ identify 

G1 :~ 1'1 2 Tri th G1 , Gtc). 'I'his is certain1y the case if G1 is 

finite or compact. Since (g1 , 1) (1, g2 ) = (1, g 2 ) (g1 , 1) 

the group G2 operates by e1ements in t he centralizer 

HomG (IVT,M). For this reason G2 1eaves a "b1ock 11 invariant. 

If w~ introduce a basis in M as in (16)? then the rows trans

form irreducibly and in the same way under G1 while the co-

1umns transforr.1 irrsducibly and in ths sarne way undcr G2 
(irreducib1y since otherwise M would not be an irreducib1e 

G1 x G2 -module). This proves tl1at Ivt is isomorphic to JVI1 @ M2 
where M. is an irreduciblo G.-modu1e and with the fo1lowing 

l l 

operation of G1 x G2 

One can shm.J converr:ely that a G1 x G2-modu1e of this form 

is irreducible. (Prove this by showing that 

HomG1 X G2 
) . 


